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1. Introduction

Release 5 will support Multimedia Services using SIP call control mechanism. Support for real-time multimedia applications requires particular attention when SIP call control is used. The Session Initiation Protocol (SIP) is a client-server, text-based signaling protocol used for creating and controlling multimedia sessions with two or more participants. The size of SIP messages involved in the typical call sequence is larger than the typical message size used in CS cellular. The increased message size means that: 

· Call setup procedures when using SIP will take much more time to be completed compared to using existing cellular-specific signalling; that means that the end user will experience a delay in call establishment which will be unexpected (and likely unacceptable).

· Intra-call signalling will in some way adversely effect voice quality/system performance; e.g., SIP message transmission might be done by 

1. 'stealing' frames from the existing radio bearer (e.g., blank and burst), which may be carrying voice – the result is lower voice quality when compared with existing cellular 

2. delaying transmission of voice that might be otherwise be transmitted immediately on the radio bearer –this is most likely intolerable, in particular for real time flows, as they normally have strict delay requirements

3. using additional radio resources – this can negatively impact overall system performance, e.g. reduce capacity and/or reduce C/I margins 

In addition, in order to achieve comparable spectral efficiencies between VoIP and CS cellular speech, it is required to support VoIP using single time-slot mobiles. This in turn reduces the choices of radio bearers that are used for SIP signaling. For GERAN Release 5 the following two mechanisms are available for SIP signaling:

DTM (Dual Transfer Mode) Solution

DTM solution in this context means the capability to switch between a FR voice channel to using a DTM operation during SIP signaling, HR (half rate) speech and HR data channel. This way the HR data channel is allocated to the SIP signaling bearer. 

FACCH Solution

Use of FACCH for SIP signaling simply places the SIP on the FACCH channel. FACCH is based on a stealing mechanism using FACCH channel coding that provides 9.2 kbit/s data rate. FACCH will use a Layer 2 control protocol that would provide re-transmission mechanism, so re-transmissions will occur depending on the link quality.

Both solutions will exhibit a poor performance if the sizes of SIP messages are not reduced. 

2. Discussion

2.1 The SIP compression problem

The SIP compression problem for 3GPP can be divided into four main parts:

Core Compression/Decompression Algorithm:  It is probably safe to assume that the scheme developed will be some variant of text compression based on a dictionary, like Lempel-Ziv [1] [9], at least in the initial version.  Such schemes make use of the fact that text messages exchanged between entities can be highly redundant over the course of a session.  The redundancy implies that 'original' (uncompressed) messages can be replaced by some 'lesser' (compressed) information in order to minimize the total amount of information exchange between the entities.  The receiver of the lesser info can then use that information to 'map' back to the original message. 

The operation described above can only be done if some agreed upon set of values are used by the entities actually performing the mapping to/from the original text.  In practice, the lesser information is often a reference or pointer (with length information), to some string of text in a dictionary, which is known by both compressing and decompressing entities. Decompression is done by replacing the reference with the string of text.

Dictionary Management Functions:  The dictionary is kept at both the message compressor and message decompressor, and can be populated in various, non-mutually exclusive ways: ahead of time with protocol and/or profile-specific information that may be known a-priori (profile specific information is not known by the until it is e.g. downloaded), or dynamically. 

In the dynamic case, the dictionary is gradually built-up over the course of a session, from the contents of SIP messages.  To ensure correct decompression, the build-up of information between the compressor and decompressor must happen in such a way that their respective dictionaries always have the same information.  Dictionary synchronization is a critical part of the compression/decompression, process since correct mapping to/from original text will occur only if both entities use the same dictionary.    

Since memory availability in e.g. a wireless terminal is limited, an algorithm to choose which items to delete from or add to the dictionary is extremely useful, as well.  The algorithm can be internal to one end (e.g. mobile station or network), provided that there are signaling mechanisms (as described below) to maintain the dictionary coherency at the other end. 

In general, over the course of a session, compressor and decompressor dictionaries are populated with more and more information that aids in the compression/decompression process, such that efficiency later in the session is better than efficiency early in the session.  It is possible to improve compression performance early in the session by populating the dictionary ahead of time.

Compressor/Decompressor Signalling, Robustification Mechanisms:  New signalling mechanisms will need to be introduced in order to handle functions like dictionary update (add/delete items to/from dictionary), dictionary synchronization, negotiation of compressor/decompressor capabilities and algorithm selection (if multiple schemes are to be supported).   

It is also critical to include mechanisms designed to robustify the scheme against different impairments including message loss, corruption, and misordering.   Both the radio interface and the IP network delivering the packets can have some degree of unreliability in this respect.

Mapping to 3GPP Architecture:   Determination of the location of the SIP compression functionality in the 3GPP architecture (i.e. mapping to nodes) must be done carefully. 

2.2 IETF Status

SIP compression is currently a topic within the IETF ROHC (RObust Header Compression) Working Group.  Two draft proposals have been submitted to the group:  ROGER (Robust Message Size Reduction) [3] and SCRIBE (Scalable Robust Efficient Dictionary-Based Compression) [2].  Both are dictionary-based compression mechanisms with enhancements aimed at improving the efficiency and robustness of compression text based signalling messages such as SIP, HTTP, and SDP.  

There are opinions within the ROHC WG that SIP compression specification should be done in a different WG, because it can be considered more of an end-to-end problem instead of hop-by-hop (like header compression) problem.  But there has been no official decision on this.  In the interim, ROHC will at least look at SIP compression requirements.  The actual work on the algorithm could eventually take place in a different working group.
2.3 Mapping to 3GPP Architecture 
There are two network elements which can be responsible for compression/decompression: RAN or P-CSCF. RNC is the entry point into the UMTS network and P-CSCF is respectively to into the IM Subsystem. Taking into account

1. the security issues i.e. possibility to have confidentiality protection between the UE and the P-CSCF for protecting SIP-signalling (work ongoing in SA3) . The compression/decompression has to perform before encryption/decryption i.e. Cleartext SIP message --> SIP Compression --> Encryption/Integrity Checksum --> UDP/IP--> UDP/IP Header Compression.

2. the targeted functionality split between RAN and CN. 
It is strongly suggested that SIP compression/decompression functionality are part of UE and P-CSCF, specifically out of scope of RAN protocols. 

 3. Example of Performance 

In the text below, compression of messages exchanged between the UE and P-CSCF in 'MO#2 scenario' described in [4] is studied, followed by call termination (BYE).  

Two different compression mechanisms were considered

· Lempel-Ziv text compression 

· With (12-bit position, 4-bit match length = 16 bits total)

· With (11-bit position, 5-bit match length = 16 bits total)

· Linux GZIP compression

For Lempel-Ziv, we experimented with the tradeoff between allocating more bits to represent either the position indicator or more bits to the match length, while keeping the total sum of bits to represent each constant.  More bits for the position indicator means that a larger dictionary can be used (it is basically a pointer into the dictionary). More bits for the match length means that it will be possible to match longer strings in the dictionary compared to if fewer bits were used.

In each case we, looked at the message exchange associated with a mobile-originated call. Three different dictionary scenarios, A, B, and C, were tested

· Scenario A:  each message is compressed individually, meaning that the dictionary is used only for the current message (it is emptied at the end of each message

· Scenario B:  a profile specific dictionary is assumed to be present; the dictionary is populated with the contents of the SIP INVITE message minus those fields likely to change from one call to the next (Remote-Party-ID, To, and Call-ID fields); no dynamic updating of the dictionary is assumed to take place

· Scenario C:  a profile specific dictionary and a static dictionary are both assumed to be present; the profile specific dictionary has the same contents as specified for Scenario B, while the static dictionary contains all of the SIP literals (i.e., header field names); again, no dynamic updating of the dictionary is assumed

Note that results represent the performance obtainable when fairly simple enhancements to how the dictionary is initialized are incorporated.  It could be possible to improve performance further if additional more advanced techniques are applied. Numbers do not take into account underlying transport headers (e.g. UDP/IP overhead) and SIP compression/decompression headers. However, it is likely that these compression/decompression headers will be in the order of a few bytes ([2], [3]), and thus negligible compared to the compressed messages.

Table below shows the average compression ratio in each cases. Detailed figures are presented in the annex A. 

Table 1. The average compression ratio in different scenarios


Scenario A, compression ratio (average)
Scenario B, compression ratio (average)
Scenario C, compression ratio (average)

Lempel-Ziv, 12-bit position, 4-bit match length
1.31
4.28
4.60

Lempel-Ziv, 11-bit position, 5-bit match length
1.33
4.97
5.39

Linux GZIP compression
1.47
6.40
6.55

The results suggest that as a whole, it is feasible to achieve relatively high compression ratios with pretty simple solutions like static and profile specific dictionaries, which are populated ahead of time.

However, because some of the original SIP messages have such a large size, the resulting compressed message can still be significantly larger than functionally equivalent messages in CS cellular (as indicated in annex B).  This means that solutions which further boost the compression ratio will likely have to be studied, such as dynamic dictionary. 

As evidenced by the results, for basic Lempel-Ziv compression, it is possible to improve performance by allocating more bits to the match length instead of increasing the referenceable dictionary size.  This is likely a consequence of the fact that there is a tendency for longer strings to be repeated in SIP messages.

4. Options for how to proceed 

It is clear from the above that SIP compression is required in order to have signalling loads that are closer to those generated by CS cellurar circuit switched calls.  The need is particularly critical for TSG-GERAN, where the consensus seems to that such a scheme is needed in time for the December 2001 release.  To this effect, TSG-GERAN has already agreed in principle on ways that the SIP messaging can be carried.  

Urgency of this need has been communicated to the IETF ROHC WG, but we need to wait and see if they 1.) will take on the work and 2.) can define a time schedule timely enough to meet needs of TSG GERAN (consensus seems to be that GERAN would like the scheme to be specified in time for the December 2001 release).   

Below, we consider the different options for how the SIP compression standardization work can proceed: 

· OPTION 1:  3GPP waits for IETF to do the standardization of the algorithm and refers to that.  There would possibly be some slight additions for the specific case of cellular

· PROs: no risk of divergence between IETF and a 3GPP-developed solution (less modification to the 3GPP specs later on); SIP expertise is mainly within IETF; already two drafts submitted on the topic, some similar ideas are present in each

· CONs: potential timeliness problem for 3GPP, as it is not clear that IETF can complete the work in time for December 2001 release; there has been some discussion within IETF about developing a generic signalling compression scheme- that could delay the work further 

· OPTION 2:  3GPP goes ahead and standardizes a scheme without input/interaction with IETF.

· PROs: might be a faster solution than the first option

· CONs: risk of divergence between IETF and 3GPP; this could happen since there is a good chance the IETF will develop its own scheme at a later date

· OPTION 3:  3GPP standardizes a framework, 3GPP compression algorithm, and clear requirements set; the requirements are used by IETF to develop and standardize a scheme that can be 'plugged' into the 3GPP framework later, as a replacement or evolution of the 3GPP algorithm; 
· PROs:  might solve the timeliness and consistency with IETF problems
· CONs:  requires a careful design of the framework for modularity, so that IETF scheme can be added later
OPTION 1 is preferred for getting the SIP compression work done, provided that IETF can specify the scheme in such a way that it is timely for 3GPP.  To alleviate the potential issues with the 3GPP timeline, it might make sense for IETF and 3GPP to work in parallel.  At a minimum, IETF would standardize the core compression/decompression algorithm and possibly the signaling/robustification mechanisms. In any case, 3GPP should produce some requirements to be used by IETF, and a good liaison relationship will help.  

A positive indication is that the work would not seem to be as difficult as that for e.g. ROHC RTP header compression.  That work took over 1 year to reach proposed IETF RFC status.   

The other options should be considered as backups.  They need to be explored more in case it turns out that IETF can in no way meet existing 3GPP time schedules.
5. Proposal

A basic voice-only call establishment requires several thousand bytes of information to be exchanged over the cellular radio interface. This represents many more bytes of information than what is currently sent using cellular-specific signalling ([5]/ [6]) by compressing the SIP messages, effects of these problems can be reduced. 

The radio resource is considered to be a scarce resource. To ensure efficient use of the radio resource especially in the GERAN access network it is proposed to agreed to the following numbered  independent proposals:

1. The option 1 in the chapter 4 is selected as a working assumption.

2.  It is agreed that a mandatory compression algorithm shall be defined if compression is defined as mandatory.

3. It is agreed as a working assumption that compression/decompression takes in place in the UE and P-CSCF.
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ANNEX A

Lempel-Ziv (12 bit position, 4 bit match length)

1) Compression software: lzss.c

2) Size of ring buffer (i.e. the sliding dictionary) = 4096 bytes

3) Lower limit for match length = 2, i.e. strings with length of 2 or 1 byte will not be encoded to (position, length) pair.

4) Upper limit for match length = 18. 

5) Each pair (position, length) is 2-byte long, 12 bits for position (2^12 = 4096) and 4 bits for length (note: due to the lower limit of match length, range [0, 15] maps to [3, 18]).

6) Need one extra bit to indicate if it is a (position, length) pair or uncompressed byte. Thus, the cost for each element is either 9 bits (uncompressed) or 17 bits (compressed).

Scenario A:  messages are compressed individually, dictionary is not maintained across messages.

Scenario A:  Compress each message individually (i.e. dictionary is emptied at the end of each message compression/decompression)

No.   Content       uncompressed  compressed    ratio 

                    size (bytes)  size (bytes)  

-----------------------------------------------------

01    INVITE        786           605           1.30

02    100 TRYING    324           247           1.31

11    183 SDP       786           637           1.23

12    PRACK         658           505           1.30

17    200 OK        353           273           1.29

19    COMET         634           482           1.32

24    200 OK        353           273           1.29

27    180 RINGING   322           242           1.33

28    PRACK         402           296           1.36

33    200 OK        353           273           1.29

37    200 OK        353           273           1.29

38    ACK           376           270           1.39

51    BYE           354           264           1.34

52    200 OK        317           239           1.33

------------------------------------------------------

Average             6371          4879          1.31

Scenario B:  Profile specific dictionary is created from the INVITE message by removing the values of Remote-Party-ID, To, Call-ID fields.  Total size of the profile specific dictionary is 640 bytes.

Scenario B: Compress each message using profile specific dictionary, 

no dynamic dictionary update
No.   Content       uncompressed  compressed    ratio 

                    size (bytes)  size (bytes)  

-----------------------------------------------------

01    INVITE        786           119           6.61

02    100 TRYING    324           63            5.14

11    183 SDP       786           239           3.29

12    PRACK         658           140           4.70

17    200 OK        353           95            3.72

19    COMET         634           138           4.59

24    200 OK        353           95            3.72

27    180 RINGING   322           76            4.24

28    PRACK         402           105           3.83

33    200 OK        353           96            3.68

37    200 OK        353           96            3.68

38    ACK           376           89            4.22

51    BYE           354           67            5.28

52    200 OK        317           72            4.40

------------------------------------------------------

Average             6371          1490          4.28

Scenario C:  Static dictionary includes all the SIP literals (e.g field names) that appear in the messages exchanged between UE and P-CSCF in MO#2. The size is 243 bytes.  Profile specific dictionary goes before the static one in the combined dictionary and is as defined for the previous scenario.  The total size is 883 bytes.

Scenario C:  Compress each message using both profile specific dictionary and static

dictionary, no dynamic dictionary update
No.   Content       uncompressed  compressed    ratio 

                    size (bytes)  size (bytes)  

-----------------------------------------------------

01    INVITE        786           119           6.61

02    100 TRYING    324           58            5.59

11    183 SDP       786           215           3.66

12    PRACK         658           133           4.95

17    200 OK        353           87            4.06

19    COMET         634           133           4.77

24    200 OK        353           87            4.06

27    180 RINGING   322           64            5.03            

28    PRACK         402           98            4.10

33    200 OK        353           88            4.01

37    200 OK        353           88            4.01

38    ACK           376           85            4.42

51    BYE           354           65            5.44

52    200 OK        317           65            4.88

------------------------------------------------------

Average             6371          1385          4.60

Lempel-Ziv (11-bit position, 5 bit match length)

1) Compression software: lzss.c

2) Size of ring buffer (i.e. the sliding dictionary) = 2048 bytes

3) Lower limit for match length = 2, i.e. strings with length of 2 or 1 byte will not be encoded to (position, length) pair.

4) Upper limit for match length = 34. 

5) Each pair (position, length) is 2-byte long, 11 bits for position (2^11 = 2048) and 5 bits for length (note: due to the lower limit of match length, range [0, 31] maps to [3, 34]).

6) Need one extra bit to indicate if it is a (position, length) pair or uncompressed byte. Thus, the cost for each element is either 9 bits (uncompressed) or 17 bits (compressed).

Scenario A:  messages are compressed individually, dictionary is not maintained across messages.

Scenario A:  Compress each message individually (i.e. dictionary is emptied at the end of each message compression/decompression)

No.   Content       uncompressed  compressed    ratio 

                    size (bytes)  size (bytes)  

-----------------------------------------------------

01    INVITE        786           597           1.32

02    100 TRYING    324           243           1.33

11    183 SDP       786           633           1.24

12    PRACK         658           493           1.33

17    200 OK        353           267           1.32

19    COMET         634           470           1.35

24    200 OK        353           267           1.32

27    180 RINGING   322           236           1.36

28    PRACK         402           289           1.39

33    200 OK        353           267           1.32

37    200 OK        353           267           1.32

38    ACK           376           263           1.43

51    BYE           354           262           1.35

52    200 OK        317           235           1.35

------------------------------------------------------

Average             6371          4789          1.33

Scenario B:  Profile specific dictionary is created from the INVITE message by removing the values of Remote-Party-ID, To, Call-ID fields.  Total size of the profile specific dictionary is 640 bytes.

Scenario B:  Compress each message using profile specific dictionary, 

no dynamic dictionary update

No.   Content       uncompressed  compressed    ratio 

                    size (bytes)  size (bytes)  

-----------------------------------------------------

01    INVITE        786           83            9.47

02    100 TRYING    324           55            5.89

11    183 SDP       786           211           3.73

12    PRACK         658           114           5.77

17    200 OK        353           86            4.10

19    COMET         634           114           5.56

24    200 OK        353           86            4.10

27    180 RINGING   322           67            4.81

28    PRACK         402           94            4.28

33    200 OK        353           87            4.06

37    200 OK        353           87            4.06

38    ACK           376           78            4.81

51    BYE           354           56            6.32

52    200 OK        317           63            5.03

------------------------------------------------------

Average             6371          1281          4.97

Scenario C:  Static dictionary includes all the SIP literals (e.g field names) that appear in the messages exchanged between UE and P-CSCF in MO#2. The size is 243 bytes.  Profile specific dictionary goes before the static one in the combined dictionary and is as defined for the previous scenario.  The total size is 883 bytes.

Scenario C:  Compress each message using both profile specific dictionary and static

dictionary, no dynamic dictionary update
No.   Content       uncompressed  compressed    ratio 

                    size (bytes)  size (bytes)  

-----------------------------------------------------

01    INVITE        786           85            9.25

02    100 TRYING    324           49            6.61

11    183 SDP       786           186           4.23

12    PRACK         658           107           6.15

17    200 OK        353           78            4.53

19    COMET         634           110           5.76

24    200 OK        353           78            4.53

27    180 RINGING   322           55            5.85            

28    PRACK         402           87            4.62

33    200 OK        353           79            4.47

37    200 OK        353           79            4.47

38    ACK           376           76            4.95

51    BYE           354           55            6.44

52    200 OK        317           57            5.56

------------------------------------------------------

Average             6371          1181          5.39

Gzip

Linux version of Gzip was used with default parameter settings.

Scenario A:  messages are compressed individually, dictionary is not maintained across messages.

Scenario A:  Compress each message individually (i.e. dictionary is emptied at the end of each message compression/decompression)

No.   Content       uncompressed  compressed    ratio 

                    size (bytes)  size (bytes)  

-----------------------------------------------------

01    INVITE        786           488           1.61

02    100 TRYING    324           243           1.33

11    183 SDP       786           514           1.53

12    PRACK         658           415           1.58

17    200 OK        353           254           1.39

19    COMET         634           399           1.59

24    200 OK        353           254           1.39

27    180 RINGING   322           239           1.35

28    PRACK         402           272           1.48

33    200 OK        353           254           1.39

37    200 OK        353           254           1.39

38    ACK           376           252           1.49

51    BYE           354           252           1.40

52    200 OK        317           234           1.35

------------------------------------------------------

Average             6371          4324          1.47

Scenario B:  Profile specific dictionary is created from the INVITE message by removing the values of Remote-Party-ID, To, Call-ID fields.  Total size of the profile specific dictionary is 640 bytes.

Scenario B:  Compress each message using profile specific dictionary, 

no dynamic dictionary update
No.   Content       uncompressed  compressed    ratio 

                    size (bytes)  size (bytes)  

-----------------------------------------------------

01    INVITE        786           47            16.7

02    100 TRYING    324           42            7.71

11    183 SDP       786           162           4.85

12    PRACK         658           87            7.56

17    200 OK        353           71            4.97

19    COMET         634           87            7.29

24    200 OK        353           71            4.97

27    180 RINGING   322           54            5.96

28    PRACK         402           75            5.36

33    200 OK        353           72            4.90

37    200 OK        353           72            4.90

38    ACK           376           63            5.97

51    BYE           354           42            8.43

52    200 OK        317           49            6.47

------------------------------------------------------

Average             6371          994           6.40

Scenario C:  Static dictionary includes all the SIP literals (e.g field names) that appear in the messages exchanged between UE and P-CSCF in MO#2. The size is 243 bytes.  Profile specific dictionary goes before the static one in the combined dictionary and is as defined for the previous scenario.  The total size is 883 bytes.

Scenario C:  Compress each message using both profile specific dictionary and static

dictionary, no dynamic dictionary update
No.   Content       uncompressed  compressed    ratio 

                    size (bytes)  size (bytes)  

-----------------------------------------------------

01    INVITE        786           50            15.7

02    100 TRYING    324           41            7.90

11    183 SDP       786           148           5.31

12    PRACK         658           88            7.48

17    200 OK        353           69            5.12

19    COMET         634           86            7.37

24    200 OK        353           70            5.04

27    180 RINGING   322           50            6.44            

28    PRACK         402           74            5.43

33    200 OK        353           70            5.04

37    200 OK        353           70            5.04

38    ACK           376           66            5.70

51    BYE           354           43            8.23

52    200 OK        317           47            6.74

------------------------------------------------------

Average             6371          972           6.55
ANNEX B

Comparison to GSM 04.08 Signalling

[7] and [8] estimate the signalling required to set up/release a typical GSM circuit-mode voice call. 

In the most typical case, (when only mandatory information elements are exchanged), the total number of bytes exchanged for a complete setup is on order of 75-143 bytes.    If all conditional and optional information elements are included (very rare), the number can grow to on order of 1600 bytes or more.  

However, some messages should probably be omitted from the setup exchange in order to compare fairly with the SIP MO#2 scenario, which does not include messages related to radio resource management (e.g. channel assignment) and mobility management (e.g. security).  If we consider only call control protocol messages, the numbers are for a mandatory exchange are only 27-87 bytes for the call setup, and an additional 9 – 37 bytes for the call release.  In the simplest call setup/release requires only about 40 bytes.   

The tables below (also from [7] and [8] respectively) describe all the messages involved in the setup and release exchanges, with call control messages are shown in bold.

Message
Length (bytes)


Mandatory
Conditional
Optional

Immediate Assignment
8 + (1 to 9) = {9, 17}
6
3

CM Service Request
7 + (2 to 9) = {9, 16}
0
1

Authentication Request
19
0
14 to 19 = {14, 19}

Authentication Response
6
0
14

Ciphering Mode Command
3
0
0

Ciphering Mode Complete
2
0
3 to 11 = {3, 11}

Setup
4 + (3 to 16) + (3 to 43) = {10, 63}
4
5 + (3 to 16) + (2 to ?) + (2 to 23) + (2 to 23) + (2 to 18) + (2 to 18) + (2 to 5) + (2 to 5) + (3 to 33) + (2 to 3) + (2 to ?) + (2 to ?) = {1, 157 + ?}

Call Proceeding
2
1
5 + (3 to 16) + (3 to 16) + (2 to ?) = {1, 39 + ?}

Assignment Command
6
10 + (4 to 132) + (3 to 12) + (3 to 10) + (4 to 132) + (3 to 10) = {3, 306}
54 + (4 to 8) = {1, 62}

Assignment Complete
3
0
0

Alerting
2
0
4 + (2 to ?) + (3 to 131) = {2, 137 + ?}

Connect
2
0
4 + (2 to ?) + (3 to 14) + (2 to 23) + (3 to 131) = {2, 174 + ?}

Connect Acknowledge
2
0
0

Totals
{75, 143}
{1, 317}
{1, 617 + ?}

Message size for typical GSM circuit-switched call establishment.  NOTE: {x, y} = {min., max.}.  NOTE:  M = Mandatory; C = Conditional; O = Optional.

Message
Length (bytes)


M
C
O

Disconnect
2 + (3 to 31) = {5, 33}
0
(3 to 31) + (2 to ?) + (3 to 131) + (2 to 3) = {2, 167 + ?}

Release
2
0
(4 to 32) + (4 to 32) + (2 to ?) + (3 to 131) = {2, 197 + ?}

Release Complete
2
0
(4 to 32) + (2 to ?) + (3 to 131) + (2 to 3) = {2, 168 + ?}

Channel Release
3
1
1 + (6 to ?) + (4 to 13) + (3 to ?) + (3 to ?) = {1, 26 + ?}

Totals
{12, 40}
1
{1, 558 + ?}

Message size for typical GSM circuit-switched call release sequence. NOTE: {x, y} = {min., max.}.  NOTE:  M = Mandatory; C = Conditional; O = Optional.






