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1 Introduction

In order to increase the performance of EGPRS several approaches are currently investigated. One of them is the so called ‘Delayed TBF release’. This document presents some simulation results which show the performance gain that can be obtained by delaying the TBF release after the successful transmission of all PDUs in the RLC buffer. 

The considered delays are in the order of one second which seems to be both resource efficient and performance increasing. The delay timer avoids TBF releases during short idle periods caused by higher layer transport protocols as for example TCP. The intention is not to keep the TBF established while waiting for user input or comparable actions.

2 Simulation Parameters

The countdown procedure was disabled and after transmitting the last RLC PDU of the RLC buffer a timer is started instead of releasing the TBF. The timer for the UL TBF is started in the MS and the timer for the DL TBF is placed in the BSS. The Final Block Indicator (FBI) bit is not set in the last RLC PDU if the delayed TBF release mode is active. Data packets arriving at the sender (UL as well as DL) enter the RLC buffer and restart the delayed TBF release timer. To release the TBF the last RLC PDU is retransmitted with the FBI bit set to 1. Each TBF keeps its identifiers (TFI in DL and USF in UL) and in DL the transmission starts at any time according to the DL scheduling. In uplink several new access procedures are currently discussed as for example using a new contention based channel. In these simulations it is assumed that much more traffic will occur in DL than in UL. Therefore and due to the fact that the delay is rather short (500 ms; 1000 ms) the UL is scheduled using a fair scheduling, which means that all available slots are evenly distributed between the active MSs. Four PDCHs are available in UL as well as in DL. The MSs are assumed to be 4+1 devices which means that they can access four time slots in downlink but only one in uplink. 

Modulation and coding scheme (MCS) 9 was used with an error free air link, which provides a user data rate of 59.2 kbps per time slot. 

To measure the performance of the system a number of WWW sessions have been modeled. Each user (mobile station) handles one WWW process. Each WWW session is followed by an idle period (reading time) of 90 s mean. HTTP1.1 has been used without pipelining. The measured session bit rate is the overall size of all objects transferred in the downlink within one session divided by the overall delay from requesting the WWW page until receiving the last object. The session bit rate is measured in kbps.

Table 2.1: WWW parameters
Number of WWW processes
1 per user

Idle time between consecutive sessions
Exponentially distributed (mean = 90 s)

Number of objects per session
Geometrically distributed (p = 0.1)

Object size
max = 130 kbyte

Mean session size
57.2 kByte

HTTP-Version
1.1 without Pipelining

Furthermore, the number of TBFs was measured for both modes standard and delayed TBF release. The number of active users is shown in a cumulative distribution function (CDF) which allows detecting shortage of USFs or TFIs. The number of unused UL blocks is the measure to show the efficiency of this realization. Unused UL blocks mainly occur if the TBF release is delayed and the mobile station is scheduled by the network to allow further uplink transmission. 

In Table 2.2 some important parameter settings are listed.

Table 2.2: Important simulation parameters

Modulation and Coding Scheme
9

Physical link
Error free

Link data rate
UL = 59.2 kbps; DL = 4 * 59.2 kbps = 236.8 kbps

Delayed TBF mode
Off (0 ms delay); On (500 ms, 1000 ms delay)

Number of users
1, 2, 4, 6, 8, 10, 15, 20, 25, 30, 35, 40

Number of available PDCH:s ( = TS reserved for data traffic)
UL = DL = 4

MS capabilities
1 time slot UL + 4 time slots DL

Simulated Time
50 minutes, i.e. 150000 blocks 20 ms each

3 Simulation Results

Measures for standard TBF release as well as for TBF release delays of 500 ms and 1000 ms are presented. Furthermore, the influence of the number of users mapped to the 4 PDCHs in UL and DL is depicted in the graphs.
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Figure 3.1: Mean session bit rate for different number of users

Figure 3.1 shows the mean session bit rate for a various number of mobile stations. A significant gain in terms of performance can be obtained by using delayed TBF release. 500 ms as well as 1000 ms TBF release delay seem to be suited values. One can easily detect that the measured session bit rate is significantly lower than the available link data rate which is 4*59 kbps (MCS 9) = 236.8 kbps in downlink. This ‘loss’ is mainly caused by the influence of the TCP protocol and by the delay caused by the HTTP requests, which are required to ask the server for further HTTP objects. 

Each WWW session is followed by an idle period (exponentially distributed (mean = 90 s)) and consequently not all mobile stations are active at the same time. Nevertheless, situations occur where more than one mobile station have to share the resources. The overall performance is limited by the available downlink resources. In uplink the traffic is distributed over four TSs, but one TS per MS maximum. This assumption is very optimistic. A 4+1 MS can for example access only one of these four available UL time slots. So, if all MSs have this limitation, all MSs would have to be scheduled onto the same uplink slot. Then, of course, the number of available USFs will become the limiting factor (8 per time slot) and the performance might decrease a bit. Further details concerning the utilisation of identifiers are presented in Figure 3.6, Figure 3.7 and Figure 3.8.

On the other hand the performance especially of the standard TBF mode is quite optimistic as well. The PRACH which has to be used to establish all UL TBFs is scheduled very often, i.e. nearly every 20 ms. But it has to be noted that an uplink TBF can be established without using the PRACH if there is a downlink TBF active. The mobile station can piggy-back a ‘Channel Request Description’ IE on one of the Packet Downlink Ack/Nack messages sent to the network associated with the downlink TBF.
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Figure 3.2: Number of TBFs per mobile station and simulation (UL)
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Figure 3.3: Number of TBFs per mobile station and simulation (DL)

The amount of signalling that is generated during the simulation can be derived from what is shown in Figure 3.2 and Figure 3.3. The standard TBF release procedure ends up in a huge number of TBFs especially in uplink. Every or at least every second TCP segment (512 Byte (Windows)) has to be acknowledged by the receiver. Consequently, a high number of TBFs are established in uplink direction (if DL WWW traffic is assumed). Considering that at least 2 messages have to be transmitted to handle one TBF (UL TBF handling: Packet uplink assignment (DL); Packet Control Acknowledgement final (UL); DL TBF handling: Packet downlink assignment (DL); Packet control acknowledgement(UL)) this ends up in a huge amount of data that could be avoided by using delayed TBF release.

The drawback of allowing a delayed release of a TBF is the waste of resources which occurs if a MS is scheduled in uplink even though no more packets are in the MS’s queue. The number of slots which are scheduled but unused is depicted in Figure 3.4. It can be seen that slots are unused even if standard TBF mode is used. Comparing the number of unused slots with the number of TBFs which are established during the simulation it can be seen that about one slot (at the end) of every TBF is scheduled that is not required anymore. A closer investigation showed that such a situation occurs quite often if not all RLC PDUs have been acknowledged or the Packet Control Acknowledgement (final) has not been sent by the MS. 
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Figure 3.4: Total number of unused UL blocks within the UL
simulation divided by the number of MSs

Furthermore, Figure 3.4 depicts the number of wasted resources when using delayed TBF mode. As said before, a mobile station is allowed to keep its identifiers (USF in UL and TFI in DL) for 500 or 1000 ms after transmitting the last PDU. During this time it has to be scheduled by the network at least form time to time. If all PDUs are acknowledged and no pending retransmissions have to be transmitted the scheduled slots remain unused if no new data has arrived from higher layers. Summing up all messages required for TBF handling (see above) and all unnecessarily scheduled UL slots give a rough overview on how bandwidth efficient the algorithms are. Figure 3.5 shows what one would probably not have expected: Delayed TBF release provides not only better performance than the standard procedure (see Figure 3.1) but it uses available system capacity more efficient in many situations. Note, that no additional content based random access channel is used and only a few changes need to be made (on MS side and in the network) to provide this TBF option. 
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Figure 3.5: Number of blocks which are required for TBF related signalling 
+ Number of unused uplink blocks

The last problem that has to be considered is the number of available identifiers. As mentioned before, up to 8 USFs can be used on one UL time slot, i.e. 8 MSs can have an active UL TBF on one time slot at the same time. 32 different TFIs can be used on every downlink time slot. That means, if all mobile stations shall be able to use 1 time slot in UL and 4 time slots in downlink, 32 mobile stations could be active in parallel – assuming that all MSs can use every TS in UL and DL. A standard 4 + 1 MS would not be able to use all slots. In the case where only 1 certain UL slot could be used by all MSs, the number of active MSs would be limited to 8. 

Figure 3.6, Figure 3.7 and Figure 3.8 show the probability for requiring a certain number of identifiers (USFs and TFIs) depending of the overall number of WWW users mapped to the PDCHs. For 10 or less users no situation occurred where the number of available identifiers would have limited the system capacity.
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Figure 3.6: Number of simultaneously required identifiers for 10 users (WWW model)
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Figure 3.7: Number of simultaneously required identifiers for 20 users (WWW model)

If 20 users are allowed to access the same resources (4 PDCHs in UL and DL) more than 8 UL and DL TBFs are requested simultaneously in some (very seldom) situations. Thus, the available number of TFIs would be sufficient for both standard and delayed TBF release mode. It can be seen that in uplink with standard TBF mode significantly less (not more than 4) USFs are required than with delayed TBF release mode. This is due to the fact that each UL TBF is released immediately after transmitting the TCP ACKs.
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Figure 3.8: Number of simultaneously required identifiers for 30 users (WWW model)

If the total number of users is further increased, the limit of 8 uplink USFs is exceeded in delayed TBF release mode. Thus, the number of USF is not sufficient if all MSs have to use the same time slot in UL direction to transmit their TCP ACKs. If the MS is capable of using at least two of the four available slots (4 + 2 MSs), enough identifiers would be available. The other solution could be to limit the maximum number of PDCHs assigned to every user in downlink. As can be seen in Figure 3.1, the session bit rate decreases significantly if 30 WWW users are considered. In that case it might be useful to assign only 2 DL time slots to every MS, which would also increase the probability that enough uplink USFs are available. 

4 Conclusion

Simulations have been performed to investigate the performance and efficiency of the ‘delayed TBF release’ mode. A simple implementation was considered where the TBFs and the corresponding identifiers in uplink as well as in downlink are kept after transmitting the last RLC PDU. The mobile station has to listen to the assigned downlink resources so that the network can transmit further data within the delay period without any further signalling. Uplink resources (slots) have to be scheduled to each mobile station as long as the TBF is ongoing. This, of course, leads to unused slots in uplink. But the simulations showed that the delayed TBF release mode is even less inefficient than the standard TBF mode if the required signalling for TBF handling is considered as well. Especially for downlink TCP traffic a huge number of UL TCP acknowledgements has to be transmitted, each of them requesting a new TBF if the TBF release is not delayed. Furthermore, the performance can be increased significantly if TCP acknowledgements can be transmitted without experiencing long uplink delay. A performance gain of 30 % to 50 % was measured by using the delayed TBF release mode (500 ms or 1000 ms). The optimum delay value depends mainly on the response time in the Internet and the link quality. Further simulations or measurements in real GPRS systems can help to find reasonable values.

Finally, it has to be noted that all results are so far preliminary and that further study is be needed to verify the results. For instance, using a more realistic radio model instead of an error free MCS 9 radio link might end up in another conclusion. Another question is what happens in a more mixed traffic model. The network might need more information from the mobile stations to guide the scheduling of UL blocks. A "fair scheduling", which is applied here, might not be applicable in a mixture of different kinds of applications.
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