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On Minimum Frequency Estimation Error
Introduction
At GERAN#62, a new SI [1] was approved to study cellular support for ultra-low complexity and low throughput IoT. 
This contribution considers an issue with the frequency error model that forms part of the common assumptions for modelling candidate solutions, see Table C.1 of [2]. The purpose of the contribution is to propose a lower bound on one particular parameter of the model which is candidate technology specific, in order to ensure that all solutions allow reasonable margin for implementation losses. 
Note that the proposed change has already been provided in a pCR that was presented at Telco#10 [3], but this discussion document provides some additional background.
Background and proposal
The agreed model for uplink frequency error offset as a function of time, following a downlink estimation of the frequency error, is given in Table C.1 of [2] as follows:
F_offset(t) = F_est_error + (F_drift_inactive *T_inactive)  + (F_drift_active * t)
· F_offset(t) is the uplink frequency offset at time t relative to the start of the uplink transmission.
· F_est_error (Hz) is the candidate technology specific estimation of the downlink frequency error, which should be declared for each candidate technology.
· F_drift_inactive and F_drift_active are common assumptions relating to modelling frequency drift over time subsequent to the downlink frequency error estimate, with agreed values given in Table C.1 of [2].
Recent results presented in discussion papers, for example [4], indicate that very low values of the downlink estimation error, F_est_error, can be achieved within a simulation environment. For example, it has been shown that a sigma of just 3 Hz for F_est_error may be achieved within such simulations [4].
However, these simulations for estimating F_est_error do not include all degradations that could be present in a typical UE implementation, for example they do not take account of the precision of the TCXO (or similar) against real-world effects such as temperature changes and power supply changes, during the period used for estimating F_est_error.
[bookmark: _GoBack]Therefore, it is proposed that a lower bound should be placed on the sigma of F_est_error in order to provide reasonable margin for implementation losses. A minimum value for the sigma of F_est_error of 10 Hz was proposed in off-line discussions, which was considered to be a reasonable value. This was agreed during off-line discussions by the companies that had previously commented on this issue during GERAN#65, and has been captured in a pCR [3]. This means that the value used for F_est_error remains candidate solution specific, and so must be declared and justified for each solution, but is now subject to a minimum sigma of 10 Hz to allow margin for implementation losses.
It should be noted that no changes are being proposed to previously agreed parameter values for common simulation assumptions. 
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