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Clarification on Capacity Evaluation Methodology 
1. Introduction

A number of working assumptions were agreed at GERAN#64 on what traffic models should be used for system capacity evaluation, as well as some assumptions made about the inter-arrival times for the different traffic types and split for the traffic types that result in an expected load value in the system (GP-140970 [1]). 
GERAN has already agreed (See GERAN#63 report, GP-140835[2]) that a metric for the capacity evaluation is the number of reports/200 kHz/hour that can be delivered by the system. However, it is not clear how this metric will be determined if we only consider a fixed traffic load based on assumptions about the inter-arrival time of traffic for the different traffic types and number of devices/cell.
2. Capacity metric
If we use a fixed load for the system level simulation, it will be difficult to understand if the metric of number of reports/200 KHz/hour is a reflection of the capacity of the system when it is at ‘full load’ or a reflection of the number of reports/200 KHz/hour generated by the system level simulation which may well be below the actual system capacity (in which case the offered load becomes the limiting factor for the system capacity). As an illustration, Figure 1 indicates two possible points on the capacity curve for the assumptions of number of devices/cell and inter-arrival time. 
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Figure 1: Illustration of how choosing a fixed load can give a wrong indication of the actual system capacity. 
If we ignore the wait time for UE to receive an UL allocation (assuming MAR periodic reporting is delay tolerant), the system capacity is effectively reached when there is either always data to send in all available resource elements or the RACH is overloaded which means that even if the load is increased, the system cannot deliver more reports/200KHz/hr. This ‘full load’ can be identified as the point where increasing the load does not result in more UL reports being delivered per 200 KHz per hour.
Proposal 1: The system capacity is the maximum number of reports that can be delivered per 200 KHz per hour as the offered load is increased to a point where increasing the load does not result in a higher number of reports delivered per 200 KHz per hour.
In the same way as it is useful to produce the latency curve (CDF) at the target load (as already agreed for the evaluation methodology in TR45.820 [3]), it is also useful to understand the latency curve (CDF) at the load where the system capacity is effectively reached. The latency curve will give an indication of whether packets are being excessively delayed to the point where it could have detrimental impacts on the applications using the system.
Proposal 2: The latency curve (CDF) should be provided at the point where system capacity is reached. The definition of latency is the same as defined in TR 45.820[3] for UL MAR periodic reports.
2.1 Alternative capacity analysis methodology based on maximum expected latency at low load
Even though there is no latency requirement for MAR periodic applications supported by Cellular IoT,  the minimum bit rate requirement of 160bps (above the equivalent of the SNDCP layer) will translate into a maximum delay for packet delivery based on the maximum expected packet size (with header overhead) in the system in an unloaded condition.

According to agreed traffic model assumptions, the uplink payload size is assumed to vary from 80 bytes to 200 bytes with a header overhead of either 29 bytes or 65 bytes (depending on assumption for IP header compression).

Thus, assuming a minimum throughput of 160 bps (above equivalent of SNDCP layer) is always available in the system, it should take a maximum of (200+65)*8/160 = 13.25 seconds to transmit a packet from the UE to the BS. If we assume that it takes roughly 6s for UE to synchronise and perform RACH to get an UL allocation (based on assumption of a 10s latency requirement for exception reporting), this effectively means that most packets are expected to be delivered within 20s as long as the system in not congested i.e. BS cannot make an allocation when requested by UE.
A more conservative approach to identify the system capacity could be the point at which 95% of packets are delivered within the maximum expected delay of 20s in an unloaded system or a multiple of the latency expected in an unloaded system e.g. 95% of packets delivered within 2x20s, 3x20s etc. An illustration is given in Figure 2:
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Proposal 3: GERAN WG2 to discuss proposal to define system capacity as the point at which the latency of 95% of packets is within a multiple of the maximum delay of 20s expected in an unloaded system. 

Proposal 4: If GERAN WG2 decides to agree on proposal 3, it is proposed that the capacity is evaluated at the maximum load at which 95% of packets can be delivered within 3 times the maximum expected delay of 20s in an unloaded system i.e. 60s. 

3. Summary

In this contribution, we discuss the relevance of the expected load (derived from assumptions of number of devices/cell, inter-arrival times and split of traffic types) to the system capacity analysis. The following proposals are made:
Proposal 1: The system capacity is the maximum number of reports that can be delivered per 200 KHz per hour as the offered load is increased to a point where increasing the load does not result in a higher number of reports delivered per 200 KHz per hour.

Proposal 2: The latency curve (CDF) should be provided at the point where system capacity is reached. The definition of latency is the same as defined in TR45.820 for UL MAR periodic reports.

Proposal 3: GERAN WG2 to discuss proposal to define system capacity as the point at which the latency of 95% of packets is within a multiple of the maximum delay of 20s expected in an unloaded system. 

Proposal 4: If GERAN WG2 decides to agree on proposal 3, it is proposed that the capacity is evaluated at the maximum load at which 95% of packets can be delivered within 3 times the maximum expected delay of 20s in an unloaded system i.e. 60s. 

GERAN WG2 is respectfully requested to discuss the proposals in this document and agree on a way forward for system capacity evaluation. 
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