3GPP TSG GERAN Ad Hoc#1 on FS_IoT_LC		Tdoc GPC150053
Sofia Antipolis, France		Agenda item 1.4.1, 2.7
[bookmark: _Ref515183447]2nd – 5th February, 2015
Source: Ericsson
3GPP TSG GERAN Ad Hoc#1 on FS_IoT_LC		Tdoc GPC150053
[bookmark: _GoBack]Simulation assumptions and working assumptions for FS_IoT_LC
Introduction
At GERAN#62 a new feasibility study named Cellular System Support for Ultra Low Complexity and Low Throughput Internet of Things (WI code: FS_IoT_LC)  was approved, see [1].
At GERAN#63, GERAN#64 and at additional telephone conferences in-between the GERAN meetings, simulation assumptions have been discussed and agreed upon.
Further discussion has taken place in telco#7 and telco#9 where a previous version of this document has been discussed, see [13].
The document is an update of that document reflecting the status after the telco discussions. No additional simulation assumption or working assumption has been proposed.
Proposed simulations assumptions and working assumptions
Target performance 
Network synchronization
A methodology for deriving the MCL for different logical channels was agreed at GERAN#63, incorporated in the technical report in sub-clause 4.3.1 in [2]. 
The target performance for different logical channels have however not been agreed and, depending on the design of the system, the synchronization procedure is not easily defined as a link budget calculation. Hence it is instead proposed to agree to a common evaluation methodology for all candidate technologies for network synchronization. Network synchronization is defined as the equivalent of acquisition of FCCH+SCH in GSM, i.e. the procedure used by a device for synchronizing to the network before being ready to transmit wherein the key performance measure of the procedure subject to evaluation is the time required to acquire synchronization (to be presented as a CDF). 
This would include synchronization prior to initial access request and, if needed, sub-sequent access requests following the synchronization procedure for the respective candidate solution.
The resulting frequency offset, and symbol timing offset after the synchronization procedure will be candidate specific. It is proposed to present these offsets as a CDF for each candidate technique. Also, to get an understanding of the CDF characteristics, also the median and a reading of the 95th percentile is proposed to be provided. This does not imply that these are the only points of interest of the CDF, and for comparison in the work.
Furthermore, the percentage of devices that are not able to synchronize to the network is proposed to be declared. In this context the sourcing company welcomes a discussion on the maximum allowed time to achieve synchronization.
Two scenarios are furthermore proposed to be evaluated; one that reflects the initial cell search, searching the full E-GSM band, and one that reflects cell re-confirmation. 
For the initial cell search it is proposed to assume only one valid broadcast frequency in the full band.
In the case of cell re-confirmation, it is proposed to only consider a single broadcast carrier.
In both cases, the broadcast carrier timing shall be assumed to be unknown (uniformly distributed) prior to synchronization.
It is furthermore proposed to provide results at the GPRS baseline (144 dB), 10 dB coverage extension, and the maximum coverage extension supported by the candidate.

	WA1: Network synchronization is evaluated in two scenarios:
· Scenario 1 (initial cell search): One valid broadcast carrier in the E-GSM band (125 GSM frequencies). Cell search performed amongst all frequencies.
· Scenario 2 (cell re-confirmation): One BCCH carrier.
NOTE: In case a candidate technique is using a 1 re-use for the broadcast channel, the scenarios might have to be expanded to also cover inter-cell broadcast interference scenario.

	WA2: The network synchronization shall be evaluated at a coupling loss of 144 dB, 154 dB, and the MCL for the candidate proposal.

	WA3: The result of the network synchronization shall be:
· CDF of synchronization time, together with the median and a reading of the 95th percentile. The percentage of synchronization attempts failed, not included in the CDF, shall be declared.
· Frequency (Hz) and time accuracy (#symbols) after fine synchronization in CDF representation together with the median and a reading of the 95th percentile


[bookmark: _Ref405925268]Random Access
As with network synchronization, also the random access procedure is difficult to assess in a link budget calculation. The random access procedure can consist of multiple steps before contention is resolved.
However, a link budget assessment for the initial access channel is still considered valuable information. Common to all systems is expected to be a channel that needs to be monitored by the network for potential access attempts. A high false detection rate for example on this channel could have severe effects of the resources used in sub-sequent steps before contention is resolved.
It is proposed that a link budget analysis is provided for the initial system access in terms of detection rate and false detection rate at the MCL of the candidate technique.
One could also consider providing the block error rate at the targeted MCL (i.e. that the MCL would be defined at a random access BLER of 10 % for example). Although this type of analysis is valid for GSM, it would for example not be valid in LTE where the initial access consist of transmitting a preamble that need to be detected by the network (and TA estimated from it) without too high false detection.
	WA4: The detection rate (%) and false detection rate (%) of the access channel shall be provided at the MCL of the candidate technique.



It is recognized that the access detection rate and false detection rate might be dependent on the scenario it is defined in and could also be dependent on the candidate solution.
Input from other companies on how to define these metrics in a common way for all candidate proposals is appreciated. 
Regarding the level of access detection and false detection it is noted that this differ between the existing 3GPP RATs, see [8], [9] and [10].
A summary of the requirements from the 3GPP specs are provided in Table 1.
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	RAT
	Detection rate
	False detection rate

	GSM
	12-13% BLER at reference sensitivity
13-16 % BLER at reference interference
	0.02 %

	WCDMA
	>99 % and >99.9 %
	0.1 %

	LTE
	>99 %
	0.1 %



It would however be beneficial to have a common requirement amongst candidate solutions on a minimum access detection rate and false detection rate. Views from other companies are appreciated.
If GERAN agrees to the methodology in WA1-WA4, this effectively means that logical channels related to network synchronization, and random access is excluded from the MCL calculations in [11], sub-clause 4.3.1, where it is currently stated that “The coverage performance evaluation for a candidate solution should include all uplink and downlink logical channels relevant to that candidate solution.”.

	WA5: The MCL methodology agreed in the TR in table 4.3-1 does not apply for logical channels relating to network synchronization and random access.



Data traffic channels
For the data traffic channels a minimum throughput has already been agreed by the study (160 bps). It is the view of the sourcing company that this implies that a common BLER target for data traffic channels need not be agreed, but that this is implicitly defined by the throughput requirement. This might already be the view of the GERAN group but an Editor’s note in the TR, “Editor’s note:  The BLER target for each logical channel should be defined”, implies that this might not be the case. Hence, the working assumption below is proposed.
	WA6: The MCL for the data traffic channels is not defined by a common BLER target but shall be evaluated to fulfill the target data rate throughput of 160 bps at the (equivalent of) the Service Access Point (SAP) to the equivalent Sub Network Dependent Convergence Protocol (SNDCP) layer.



Mobility requirement
Although GERAN has agreed to focus the initial evaluation on the stationary use case since the majority of devices used for cellular IoT are expected to be stationary, there is a need to have a common agreement on the device speed that the system should support. 
This will not only have an impact on simulations in a later phase of the study but will have impact on how the overall system design is chosen. Hence it is of importance to reach a common agreement on the maximum device speed to be supported by the system. This has already been discussed during telephone conference #7 and #9 for FS_IoT_LC, but no conclusion has so far been reached.
It is further of interest to also define if any coverage extension should apply in case of mobility.
Operator input is requested on the possible working assumptions below.
	Possible WA: Cellular IoT shall support a device speed of up to X km/h, meaning the device shall be reachable and able to access the network.

	Possible WA: Extended coverage requirements do not apply in case of mobility, 
or, 
Possible WA: Extended coverage up to X dB should be supported at a device speed of Y km/h.



System level evaluations
Building penetration loss
Assumptions typically used for the outdoor shadow fading component in system level evaluations are needed also for the BPL. The two parameters typically defining the shadow fading is the correlation distance and the inter-site correlation coefficient.
The correlation distance D determines the distance over which slow fading correlation approaches e-1, and is intended to capture the dimensions of the environment in which a device is deployed. For indoor devices it can be assumed to be in the range of meters. In [5] a distance of 5 meters is mentioned while in in [4] smaller distances of around 2 meters seems to be applicable. To align with earlier 3GPP work it seems sensible to align with the 5 meter assumption.
	WA7: A BPL correlation distance of 5 meters is assumed.



Performance metrics
The characteristics of the random access channel are challenging to fully evaluate with link level simulations. The channel is typically designed as a collision based channel, without prior knowledge from the network side, on which device accesses at what point in time. In the case of cellular IoT, the dynamic range of the signal levels colliding will also increase due to the more extreme deployment scenarios.
As already pointed out in Section 2.1.3, the random access procedure can be quite different depending on candidate technology. A common requirement however is that at some point in time the contention of the access need to be resolved, i.e. the MS will unambiguously understand that it has been provided access by the network, and the network will unambiguously understand the identity of the accessing device.
It is proposed to define the system level metric on random access delay as the delay from the time an application in a device triggers a request for access until contention has been resolved from the perspective of that device. 
Furthermore it is proposed to evaluate the random access delay by a CDF for the two building penetration loss deployment scenarios, and traffic model(s), agreed.
It is also proposed that the percentage of failed accesses, i.e. initiated access attempts not resulting in contention resolution, is declared.

	WA8: The random access delay is defined as the time from when the device application triggers a first access request until the contention has been resolved from the perspective of that device.



	WA9: The random access delay from system level simulations shall be presented as a CDF, together with the median and a reading of the 95th percentile, over access delays for the two building penetration loss deployment scenarios and traffic model(s) agreed. The percentage of random access attempts that fail in each scenario, not included in the CDF, shall be declared.



Device complexity
The framework for the overall device complexity was discussed and agreed upon at GERAN#64, see [12]. As highlighted in the complexity framework description, several of the module components needed for operation are excluded. The list provided in [12] include: 
· Power management, LDO’s, charging, etc. 
· Interfaces (related to application functionality)
· Application HW and memory
· IC package
· PCB / screens
· Connectors and other mechanics
· Antennas
Although out of the scope of the GERAN analysis, it is the sourcing company’s view that there should be a common assumption on the ratio, out of the overall complexity of the commercial GPRS reference, that these excluded components make up.
One reason for this approach is to avoid that the complexity reduction estimates in GERAN are over-interpreted when taken out of context (e.g., outside the GERAN group).
The sourcing company has previously proposed a figure of 50 %. It is recognized that this does not give an exact figure but is believed to be a good enough common baseline to provide a realistic estimation of the overall module complexity reduction by different candidate techniques.

	WA10: The device complexity aspects in the scope of 3GPP GERAN is 50% of the overall module complexity of the commercial GPRS reference point.



Conclusion
The document has presented a number of proposed working assumptions for the work. It is encouraged that GERAN agrees to the proposed working assumptions.
	WA1: Network synchronization is evaluated in two scenarios:
· Scenario 1 (initial cell search): One valid broadcast carrier in the E-GSM band (125 GSM frequencies). Cell search performed amongst all frequencies.
· Scenario 2 (cell re-confirmation): One BCCH carrier.
NOTE: In case a candidate technique is using a 1 re-use for the broadcast channel, the scenarios might have to be expanded to also cover inter-cell broadcast interference scenario.

	WA2: The network synchronization shall be evaluated at a coupling loss of 144 dB, 154 dB, and the MCL for the candidate proposal.

	WA3: The result of the network synchronization shall be:
· CDF of synchronization time, together with the median and a reading of the 95th percentile. The percentage of synchronization attempts failed, not included in the CDF, shall be declared.
· Frequency (Hz) and time accuracy (#symbols) after fine synchronization in CDF representation together with the median and a reading of the 95th percentile

	WA4: The detection rate (%) and false detection rate (%) of the access channel shall be provided at the MCL of the candidate technique.

	WA5: The MCL methodology agreed in the TR in table 4.3-1 does not apply for logical channels relating to network synchronization and random access.

	WA6: The MCL for the data traffic channels is not defined by a common BLER target but shall be evaluated to fulfill the target data rate throughput of 160 bps at the (equivalent of) the Service Access Point (SAP) to the equivalent Sub Network Dependent Convergence Protocol (SNDCP) layer.

	WA7: A BPL correlation distance of 5 meters is assumed.

	WA8: The random access delay is defined as the time from when the device application triggers a first access request until the contention has been resolved from the perspective of that device.

	WA9: The random access delay from system level simulations shall be presented as a CDF, together with the median and a reading of the 95th percentile, over access delays for the two building penetration loss deployment scenarios and traffic model(s) agreed. The percentage of random access attempts that fail in each scenario, not included in the CDF, shall be declared.

	WA10: The device complexity aspects in the scope of 3GPP GERAN is 50% of the overall module complexity of the commercial GPRS reference point.



Also, a number of possible working assumptions have been provided to serve as a placeholder for starting discussions, requesting input primarily from operators.
	Possible WA: Cellular IoT shall support a device speed of up to X km/h, meaning the device shall be reachable and able to access the network.

	Possible WA: Extended coverage requirements do not apply in case of mobility, 
or, 
Possible WA: Extended coverage up to X dB should be supported at a device speed of Y km/h.



Furthermore a number of topics where input/views from other companies are encouraged have been presented:
· If a maximum time for synchronization should be agreed.
· How detection rate and false detection rate for the initial access should be commonly defined for all candidate technologies, and what minimum levels should be required.
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