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Multiple TBFs for enhanced Gb

1 Introduction

The aim of this paper is to assess the open issues surrounding the introduction of multiple TBFs for A/Gb mode and the enhanced Gb interface in particular.  A detailed analysis is required since the concepts cannot be simply re-used from Iu mode due to the different (radio) bearer concept and protocol architecture.

The effects on the radio interface and the Gb interface are analysed in the following sections.  A list of open issues can be found at the end of the paper.

2 Requirements

Requirements have been defined for multiple TBFs in Iu mode in [1].  In this section the requirements for A/Gb are listed according to their applicability for A/Gb mode and Iu mode.  Where the requirement is actually a current working assumption, this has been indicated by (WA).  It is proposed that these assumptions be revisited and any differences between Iu mode and A/Gb mode functionality highlighted.

2.1 Requirements common to A/Gb mode and Iu mode
1. Multiple parallel data streams to/from one MS shall be realised through introduction of multiple TBFs

2. Multiple TBFs shall be supported both in multi-slot and single-slot operation

3. Multiple TBFs shall be supported for uplink and for downlink data streams

4. A Multiple TBF capable MS shall support signalling for 8 uplink TBFs

5. A Multiple TBF capable MS shall support signalling for 8 downlink TBFs

6. Each TBF supported by an MS shall be able to possess different QoS characteristics (i.e. a separate RLC instance must be provided for each TBF)

7. Multiple TBFs shall be multiplexed on a radio block basis

8. (WA) One USF shall be allocated per timeslot allocated to an uplink TBF

9. (WA) The BSS shall be responsible for scheduling each uplink TBF using USF values according to the restrictions of the resources allocated for any given uplink TBF (e.g. number of timeslots allocated)

10. Both dynamic allocation and extended dynamic allocation shall be supported for multiple TBFs

11. Shall exclusive allocation be used for multiple TBFs?
12. New: The MS indicates to the network the maximum number of RLC instances it supports. 

2.2 Requirements specific to A/Gb mode
13. R5 mobiles shall optionally support multiple TBFs in A/Gb mode. Multiple TBF support shall be indicated by the MS to the network as a separate feature (i.e. using MS radio access capability reporting).

14. Multiple TBFs shall only be supported on PDCHs

15. (WA) One TBF shall be limited to carrying information for one PFC. This requirement is based on recognizing the limited practical value of allowing PFCs that are realized using different LLC engines (i.e. each PFC is mapped to a unique LLC SAP) to share a common RLC engine

16. (WA) When cell change is required, a TBF not subject to handover shall be released and then re-established once the MS enters the new cell

17. (WA) When cell change is required, a TBF subject to handover shall be allocated resources for use in the new cell prior to cell change and shall be directed to the new cell via a handover command

18. New procedures for suspending and resuming an uplink TBF shall be introduced to support bandwidth efficient and fast resumes for the case where an MS has been allocated multiple uplink TBFs (FFS)

3 Multiplexing Requirement

In order to support 3G services, a number (maximum undefined) of simultaneous data flows shall be supported between the CN and a single MS.

A typical example of an IMS service would need 7 data flows, audio + video + data + 3 associated control channels (1 for each of these) + SIP.

The working assumption 15 in the list above attempts to specify how to multiplex data flows onto TBFs.  Before this can be agreed, in order to understand how to optimally multiplex CN flows onto TBFs the radio interface, it is useful to look at how many data flows can theoretically be established between a single mobile and the CN.

3.1 Multiplexing requirement according to the CN

3.1.1 Maximum number of data flows between CN and MS

Maximum values applicable to both A/Gb and Iu mode
· 11 NSAPIs for data flows (values 0 – 4 reserved)

Maximum values applicable to A/Gb mode only

· 11 PDP contexts per MS (according to TS 24.008)

· 128 PFCs (according to TS 24.008, 7 bit field)

· 16 LLC SAPIs (according to TS 44.064, there are only 4 data SAPIs (3,5,9,11) and 4 signalling SAPIs currently defined)

· 1 TBF per MS (currently according to TS 23.060) – current W.A.

Maximum values applicable to Iu mode only

· 29 PDP contexts per MS (assuming one to one mapping onto RABs)?

· 29 RABs (Iu mode) – 32 minus SRBs 0, 1, 2 which do not have corresponding Iu bearers

· 32 RBs per MS (Iu mode)

· 8 TBFs per MS (according to TS 43.051)

	CN Identifiers
	Protocol layer
	Maximum in A/Gb mode
	Maximum in Iu mode

	PDP contexts 
	SM
	11
	29? (= no of RABs)

	RABs (Radio Access Bearers)
	
	-
	29

	PFCs 
	
	128
	-

	LLC SAPIs
	LLC
	16 

(8 defined)
	-

	NSAPIs (U-plane + C-plane)
	NS
	11 
	11


	GERAN Identifiers
	Protocol layer
	Maximum in A/Gb mode
	Maximum in Iu mode

	RBs (Radio Bearers)
	RRC
	-
	32

	TBFs
	RLC/MAC
	1 (FFS)
	8


It can clearly be seen that, at all levels in the CN protocol stack, more than one data flow can be established per MS.  With the proposal to increase the number of TBFs to 8 for A/Gb mode, there is still some degree of multiplexing necessary.

3.1.2 Multiplexing currently performed in the CN

The specification for A/Gb mode [TS 24.008] indicates that the following multiplexing can be performed in the core network.

· Multiple PDP contexts per PFC

· Multiple PFCs per LLC SAPI

· Multiple PFCs per NSAPI

· Multiple PFIs per PDP context?

These are all optional and it cannot be guaranteed (without changes to CN specifications) that this multiplexing shall happen in the CN.  This means it is still possible to establish for a single MS for example:

11 PDP contexts mapped onto 11 PFCs mapped onto 4(11?) LLC SAPIs and 11 NSAPIs.

Therefore the GERAN has to be able to handle up to 11 PFCs across the Gb interface but the bottle neck is to be found at the LLC layer, where (according to interpretation) only 4 (or 8) SAPIs are available.  The BSS relay in the GERAN maps these PFCs (either using or ignoring the LLC SAPI) onto TBFs.

The QoS argument is that different LLC engines should not share a common RLC engine (because of differing QoS and also possible out of order delivery), hence there should be a one-to-one mapping between LLC SAPIs and RLC instances.  The Ericsson paper [3] indicates that this is possible, however there is still room for expansion in the LLC SAPI address space (8 out of 16 codes are currently defined) and given the introduction of new IMS multi-flow services, it is believed that it would be unwise to assume no multiplexing is necessary.  

Hence it is proposed that a rule should be found to indicate how to map LLC SAPIs together on a TBF, preferably those that share a similar QoS.  The PFI address space allows up to 128 values, although currently most data services can use the pre-defined values, so it is thought that the PFI alone is not sufficient an identifier to base the multiplexing on. 

3.2 Working Assumptions for multiplexing available in A/Gb mode GERAN

3.2.1 Multiplexing of RLC instances on TBFs

In A/Gb mode, one TBF carries data for one RLC instance.  In Iu mode this requirement has been modified through the introduction of the SFACCH.  If enhancements are needed for A/Gb mode, then the SFACCH concept can be used as a starting point for any discussion.  

For A/Gb mode it is assumed that one RLC instance is mapped onto one TBF.

3.2.2 Scheduling of TBFs on physical-layer resources

If the network uses USFs to control the scheduling of uplink TBFs on dedicated channels (FFS), then new procedures must be defined for the case where a TBF is scheduled with a USF but has no data to send in order to optimise the use of the radio interface. For shared channels then the FBI bit can be set as usual.

It is assumed that one USF value is given to each TBF being scheduled on the radio interface.

3.3 Multiplexing solutions for A/Gb mode

There are three perceived levels of multiplexing that could be introduced to support multiple parallel flows on the radio interface.

· One TBF per RLC mode

· One TBF per PFC (packet flow context)

· One TBF per PDP context

3.3.1 One TBF per RLC mode

Introduce two TBFs simultaneously between BSS and MS, one TBF for all RLC ack PDUs and one for all RLC unack PDUs.

Advantages:

· No changes needed on Gb interface (LLC multiplexing of PDUs is performed in the GERAN as before)

· LLC PDUs could always be transmitted entirely without the need to abort the current TBF to set up the TBF for the other RLC mode

· "Slightly" improved throughput across the radio interface within the confines of the current Gb flow control

· Two TFI values are sufficient to distinguish flows at RLC/MAC level to the MS, all other demultiplexing of flows is performed at LLC or higher.

Disadvantages:

· RLC entities would be shared between PFCs carrying data with different QoS and traffic characteristics.  It would not prevent a low priority, long PDU from holding up a high priority, short PDU (if they both used the same RLC mode).  

Conclusion:

This solution is therefore not suitable for supporting multiple 3G services where multiple parallel flows may have widely differing QoS requirements. It may possibly suit a streaming bearer with a separate SIP signalling channel. Of course this solution is too limited for it to be regarded as a complete solution for an enhanced Gb.

3.3.2 One TBF per PFC

Introduce one TBF for each PFC created for the MS across the Gb interface [3]
The working assumption is that each PFC is mapped onto an LLC SAPI, and each LLC SAPI is mapped onto a TBF.  Therefore each PFC sends on a different TBF on the air interface. 

However, one TBF would carry data from more than one PDP context.

Advantages (given the working assumption above):

· Complex multiplexing schemes are avoided

· The PFI is known in the BSS, therefore there is no need of an additional identifier to distinguish between multiple parallel flows to a single MS (PFI would perform a similar role to the RB Id in Iu mode)

· Up to 4 UM TBFs and 4 AM TBFs could be established to a single MS (if the LLC ack/unack switch is used)

Disadvantages (given the working assumption above):

· If more than 8 different PFCs are needed (in future extension), then new LLC SAPIs need to be defined

· Also, data from two PFCs would need then to be multiplexed onto one TBF (as there is a maximum limit of 8 TBFs per MS).  This makes the multiplexing more complex although this multiplexing is available for R4 mobiles with several PFCs, but no capability for multiple TBFs.

· One TBF would carry data from more than one PDP context, increasing the delaying / interdependence effects of multiplexing flows at the highest level (despite “similar” QoS)

Conclusion:

This concept would require changes to the Gb flow control concept but would lead to a support of 3G services that was limited more by the features of the Gb interface than of the radio interface.  In other words, without introducing enhanced flow control on the Gb interface, there would be little benefit in providing greater flexibility/capacity on the air interface. 

Problems with working assumption:

If each PFC is not given its own LLC SAPI, then the mapping between PFCs and LLC PDUs is not one-to-one, it is more likely that the mapping of PDP contexts to PFIs is one-to-one.  The PFI value cannot then be taken as the identifier for the multiple TBFs (as there can be more than 8 PDP contexts per MS).  The BSS would have to perform mapping of PFIs onto TBFs just as in the case where more than 8 PFC types are defined.

· May be more than 8 PFIs per MS, so cannot be mapped exclusively onto a TBF

· BSS would have to multiplex flows onto single TBFs which had possibly arrived separately due to enhanced flow control on Gb interface, de-correlating the multiplexing granularity of radio and Gb interfaces. This could cause a bottleneck, and an inability to satisfy QoS requirements of individual PFCs over the radio interface.

3.3.3 One TBF per PDP context

Introduce one TBF for each PDP context (comparable to a RAB in Iu mode) 

Advantages:

· Closest correspondence to the Iu mode concept.  As in Iu mode, data from a single PDP context is carried in one TBF (in general, one RAB = one RB = one TBF in Iu mode), thereby minimising the delaying / interdependence effects of multiplexing flows at a lower level.  

Disadvantages:

· Demultiplexing of PFCs into their constituent flows (and snooping of PDP address) would need to be done in the BSC (BSSGP – RLC relay) for the flows to be kept separated to the mobile.  

· May not be possible given ciphering of LLC PDUs unless an additional identifier is introduced in BSSGP

Conclusion:

It may be possible to re-define the PFC and define one PFC for each PDP context. In this case the PFI would correspond to the RB-Id in Iu mode.  It is likely that more than 8 PDP contexts are established for IMS calls, therefore either TBFs need to be aborted and re-established for different “RBs” or an alternative multiplexing scheme needs to be considered.

(see TS 48.018, chapter 11.3.42: "PFIs have local significance to a mobile station. A BSS Packet Flow Context shall be uniquely identified by the PFI along with the IMSI or TLLI within a routing area".

3.3.4 Summary

· One TBF per RLC mode is too restrictive and cannot provide the different QoS requirements of current (and future) data flows

· One TBF per PFC is a good solution unless more than 8 PFI values are assigned to a single MS when additional multiplexing would need to be performed in the BSS

· One TBF per PDP context provides good QoS differentiation but may need an additional identifier (~RB Id) to be introduced on the Gb interface to avoid snooping/deciphering(!) of LLC PDUs belonging to different PDP contexts. 

The relative merits of these schemes should be assessed in detail, as the effects of an inefficient multiplexing scheme could diminish gains made from other features such as enhanced flow control.

4 Impact of multiple TBFs in A/Gb mode on the Um radio interface

Due to the differences between Iu mode and A/Gb mode, there are several points that need to be addressed regarding the impact that introducing multiple TBFs will have in A/Gb mode.

4.1 New multislot mobile capabilities

Multi-slot mobile capabilities need to be redefined for A/Gb mode mobiles, as is being done for Iu mode.  The allocation of multiple TBFs to a single MS and the timeslots assignment must be co-ordinated with the multi-slot capability indicated by the MS.  The usage of USFs to schedule uplink TBFs has an impact on the downlink timeslots on which to listen, this must be understood in order to comply with mobiles able to support a maximum of ‘x’ slots in total (uplink and downlink).

4.2 Logical channel combinations

Multiple TBFs would only apply to channels carrying packet-switched data and using the RLC/MAC protocol.

The obvious logical channel combination for introducing multiple TBFs is:-

· PDTCH + PACCH + SACCH (Full Rate)

Multiple TBFs for other logical channel combinations are FFS.

This PDTCH channel combination is shared with other MSs in A/Gb mode.  The introduction of “exclusive” use of this channel combination for one MS is FFS (i.e. a dedicated packet-switched channel or “DBPSCH” in Iu mode terminology).  

Multiple TBFs may also be used on “dedicated” PDCHs if such channels are introduced for enhanced Gb (FFS).  It is FFS whether an MS/network supporting the use of a dedicated PDCH (dedicated to one user) requires multiple TBFs.  Within the context of multimedia (IMS) calls, multiple TBFs would certainly be needed.

4.3 Enhanced DTM definition

In DTM on a single slot, a half rate PDCH using exclusive allocation is used with a half rate TCH.  Multiple TBFs are not currently proposed for the half rate PDCH.  If they were, then the DTM procedures and RR specification would need to be modified.

4.4 Impact on PHY procedures

If FLOC were to be introduced, the mapping of TBFs on to physical channels would become more dynamic (per frame/block) and flexible (allocating part of a block to a TBF rather than a whole block).  The impact of FLOC on multiple TBFs is FFS.

4.5 Impact on MAC procedures

4.5.1 Use of TFI and RB Id

In Iu mode it has been decided that a TFI (( RB Id pair should uniquely identify a data flow at the MAC level between an MS and GERAN.  Once the multiplexing has been decided upon, an alternative to the RB Id needs to be found for A/Gb mode.  This could possibly be the PFI, or the PFI in conjunction with another identifier (LLC SAPI).

4.5.2 Allocation schemes

Requirement 10 indicates that when multiple TBFs are assigned to an MS, dynamic or extended dynamic allocation shall be used.  This is consistent with the removal of fixed allocation from Rel-5 (A/Gb mode and Iu mode).

On a shared channel, mobiles supporting multiple TBFs would be multiplexed (using dynamic or extended dynamic allocation) with mobiles supporting a single TBF.  As a timeslot uses one allocation scheme, mobiles using multiple TBF shall not be multiplexed with mobiles using fixed allocation.

For GERAN Iu mode, the allocation on DBPSCHs using a USF has been defined.  This would apply to an MS in DTM state in A/Gb mode and the corresponding definition of exclusive allocation may need to be changed (or the applicability of exclusive allocation reserved to single TBF operation).

4.6 New and modified RLC/MAC control messages

· New messages are needed for indicating multiple TBF assignment / release in a single message (see work on Iu mode for details).  Note that a multiple TBF request can be achieved using the existing request messages (PACKET RESOURCE REQUEST, (EGPRS) PACKET DOWNLINK ACK/NACK) with the addition of a new, repeatable “Channel Request Description” IE.

· If dedicated channels are to be introduced, a control entity has to be created (either in RLC/MAC or ‘RR’) which is able to liase with RR resource reservation / admission control procedures already in place. (See diagram at end of document)

· The decision to use a USF-based scheduling mechanism in Iu mode would need to be re-assessed for dedicated and shared channels for enhanced Gb.

· An alternative to the RB Id would need to be found for the multiple TBF messages

4.7 Absence of radio bearer concept

There are several issues related to the absence of a radio bearer concept for A/Gb mode with respect to multiple TBFs.

4.7.1 Extended PACCH concept

The working assumption is that all signalling for an MS using a PDTCH channel combination is sent on the PACCH.  This is in contrast to the Iu mode SRB concept where SRBs can be sent on PDTCH (under the guise of the SFACCH).  

This includes NAS signalling (SRB3, SRB4).  It should be investigated whether there will be a significant increase in signalling traffic, not only for the MAC-level resource assignment messages, but also to support the increased NAS signalling which may occur given that the comparative capability of the mobile is expected to be enhanced, especially with respect to IMS type services.

4.7.2 Signalling flow identifiers

This could be based on the PFI which is known to the GERAN and provides QoS information and the data type (signalling, voice, SMS or best-effort data).

In Iu mode, SRB2 is used for access stratum signalling which terminates in the GERAN.  SRB2 messages may be realised using new RLC/MAC control messages, new RRC messages or a new protocol lying above the RLC/MAC.  A new entity needs to be created to handle “RRC” type messages (all SRB2 messages in Iu mode) such as handover and cell update.  This is FFS.

On the Gb interface there is a signalling PFI defined to carry “SRB3-type” signalling (e.g. GMM messages) and an SMS PFI for “SRB4-type” signalling.  The signalling PFC would carry all NAS signalling (for one MS – indexed by TLLI) between BSS and CN.  No additional features are considered necessary for SRB3 and SRB4.

4.8 Cell reselection / Handover

It is still FFS whether handover shall not be performed for TBFs on shared channels.
If some TBFs are on shared channels and some on dedicated (i.e. DTM state), could they all be handed over, or is HO restricted to the TBFs on dedicated channels only?  What about SIP signalling on shared channels, it would make no sense to handover voice but leave the signalling behind?

This is mainly being dealt with in the DTM / PS handover discussion, however it is worth noting that the discussion on whether to handover PS “connections” is to a certain extent independent from whether the TBF(s) is/are mapped onto a shared or a dedicated channel.  The QoS parameters determine the choice of dedicated or shared, according to internal rules/mechanisms that may not be standardised.  For this reason, it is important to look at which services would be seriously degraded if the connection were not to be intelligently passed between cells/BSC areas/SGSNs and on that basis discuss whether TBF handover is applicable to the enhanced Gb or not.


4.9 User plane

· Multiplexing of LLC flows onto a single TBF given long LLC PDUs.

· URBs in Iu mode are handled according to their QoS class.  New pre-defined PFC types may be required to handle any common new types of data introduced as part of IMS or other future extensions. This is an optimisation and would not be necessary as the QoS parameters are indicated in the PFC set up.

5 Impact of multiple TBFs on the Gb interface

5.1 Multiple TBFs and Flow control

Flow control per BVC or per PFC would allow for better scheduling across the Gb interface between PFCs of differing QoS.  This discussion is mainly handled in separate papers.  

However it should be noted that it is vital to consider the introduction of multiple TBFs in conjunction with enhanced flow control.  It is thought that multiple TBFs across the radio interface are essential for the BSS to cope with the improved parallel flow handling of data coming from the Gb interface. 

In this respect, it makes sense to introduce both these features simultaneously.

6 Radio protocol architecture

Figure 1 shows a potential enhanced Gb mode scenario (one of many), it is not clear how the existing RR (from 44.018 or 44.060) would cope with similar demands to those made on the RRC in Iu mode.

The functions to be performed include:

· Cell-wide resource management (allocation and release/reconfiguration)

· Co-ordination of TS allocation for A interface voice or Gb data

· Management of dedicated PS channels and split between dedicated and shared channels within a cell

· Handover and relocation decisions (for PS and CS)
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Figure 1: Protocol Model for enhanced Gb, with questionable (unclear) layer 3 control entities

This figure shows how an enhanced Gb mode would affect the entities in the radio protocol architecture.  There is no RRC to co-ordinate resource management tasks, hence one of the existing specs needs to be substantially revised in order to cope with dedicated channels and the possibility to perform handover while mobility is still handled by the CN.

7 Open Issues

· What is the degree of multiplexing to be introduced in the BSS, shall one TBF carry data from different RLC modes, different PFCs or different PDP contexts (see options as described above)?

· Do more LLC SAPIs need to be defined (if only 4 exist for data flows)?

· Which identifier shall be used for multiplexing flows onto TBFs (PFI on its own is not sufficient, neither is the LLC SAPI)?

· Should the multiplexing rules in the CN be modified (restricted or expanded) to simplify the multiplexing of CN data flows onto multiple TBFs?

· Are flows separated across the Gb in the same way that they are separated across the radio interface (if not, how does the Gb flow control mechanism affect the multiple TBF flow control)?

· Is some kind of radio bearer concept needed for SRB2, or for URBs?

· Can the LLC protocol really cope with out of order LLC PDUs?

· Where does the new layer 3 functionality (cell-wide resource management) belong, in RLC/MAC, RR or new entity?
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