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Aspects of MTC support in GERAN
1 Introduction

Enhancements aiming at improving Machine to Machine capable devices support in cellular networks are under study by 3GPP working groups (see [1] [2], [8]). These studies have been initially focused on protecting the network against signalling overload ([6]) that may result from a surge of MTC devices attempting to access the network simultaneously in exceptional situations. Such events may be exacerbated as a consequence of particular roaming characteristics of the machine-type communications (MTC) market and devices (see [5]).
As exhibited in [4], bottlenecks have been identified that will limit the number of devices able to get service in a network of a given capacity. Moreover, as shown in [3], the actual effectiveness of the packet resource usage decreases when small amounts of uplink data (e.g. tens of bytes) are transferred, which is expected to be the case for average MTC transactions.
This means that, in addition to exceptional and temporary overflow situations mentioned above, current GSM/GERAN networks, which would otherwise be a key candidate technology due to the extensive global coverage, may be inherently limited in their ability to accommodate a large quantity of devices and may not be able to support customary traffic needs of MTC applications as effectively as may be desired. Ultimately, the performance and capacity of the network with respect to non-MTC traffic may be negatively affected.
The present discussion paper addresses potential issues associated with sub-optimal radio resource usage for MTC applications, and investigates resources assignment principles, stationary devices aspects, short data transmissions, device capabilities indication to the network and other signalling related concerns.
2 Investigations about MTC services support in GERAN 
2.1 Network capacity and TBF efficiency
A number of "limiting factors" have been identified in document [4] as regard the capacity of the GERAN network to give access to large quantities of devices to the packet data channels. These factors include, predominantly, the number of USFs, the number of TFIs, or the downlink CCCH capacity. While these bottlenecks would not be much restricting in case of a properly dimensioned network serving conventional users whose needs are in average medium-length data transfers and voice calls, they are very likely to be reached as the fraction of devices essentially relying on small data transfers, such as for MTC-type services, increases in the network. Special consideration must be made in respect of shared resources (such as RACH, CCCH/D etc.) whose use by legacy devices cannot be prevented, yet whose quantity per cell cannot easily be increased.
In addition, it was shown in document [3] that the existing allocation and multiplexing principles as defined for GPRS on the radio interface (i.e. the principles of the Temporary Block Flow) exhibit, inherently (in other words, even when implemented optimally), a very low user data / control information ratio, and hence a very poor efficiency, in case of small data transfers. For example, the overall radio access control data may represent 80 % or more of the total amount of the transmitted information (excluding RACH) when the effective payload is less than 40 octets with a 2 phase access - NAS and application signalling being counted as "user data".
These limitations are indicative of a potentially unsatisfactory capacity of the network in accommodating an increasing number of such devices.
2.2 Resources assigned, associated with a TBF

The usage of TBFs and of the associated resources is subject to some inherent inefficiencies arising from design decisions aimed at minimizing latency of data transfer.  However, latency of data transfer (at the 10's or 100's of ms scale) seems not needed for MTC applications.

It should be recalled from [4] that the resources which are assigned (i.e. are valid for the TBF for the duration of the TBF, independent of the amount of data transfer) are likely to be a resource constraint.

Examples of where this leads to inefficiencies:

i) assigned resources (USF, TFI, PDCHs) during the round-trip times while the network processes uplink blocks and transmits acknowledgements. The potential benefits of over-allocation and pre-emptive retransmissions (i.e. reduced latency) are not relevant to MTC traffic, and are undesirable due to battery constraints and inefficient use of PDCH resources.

ii) USFs which are not used for allocations (including during radio block periods identified in i) above), or while the MS has no further data to send (e.g. because it is awaiting higher layer acknowledgements, etc.)

iii) USFs/TFIs associated with PDCHs which are unnecessarily assigned (due to necessary 'worst case' assumptions or simplifications by the BSS on the QoS requirements of the TBF).
2.3 Extended TBF operation

Extended TBF operation provides a means for maintaining the mobile station in packet transfer mode (or DTM) to avoid the overhead of setting up a further TBF for subsequent data transfer. However, this comes again at a significant cost in terms of unused resources and battery consumption associated with the ongoing TBF.  (Noting that DTR is unlikely to yield any significant benefit as the ongoing TBF assignment is not expected to be for a high number of timeslots).

It is therefore to be considered whether the use of extended TBF is appropriate for MTC devices. Even though it is under network control, it may be appropriate to modify the guidance relating to Extended Uplink TBF (currently that the TBF may remain active for up to 5 seconds after the last data transfer) for MTC devices. 

Since it is unlikely that new data transfer sessions are likely to begin within seconds of a previous transfer finishing, the only use case for extended TBF at all is for upper layer acknowledgements, which could be expected within a latency of at most 1 second (but see also 2.6).

2.4 Timing advance acquisition
One overhead associated with small data transmissions is the evaluation and signalling of the timing advance. For example, this limits the duration of the access burst transmitted on the RACH (which is sent when the TA is not known). This also requires unnecessary PTCCH transmissions.
However, a large number of MTC devices (including all 'smart meter' devices) will operate at fixed location permanently  and many more may be "stationary" for relatively long periods of time, or will be devices with restricted mobility (e.g. health care monitoring) - see [1]), such devices being named "stationary" devices in the scope of the present document.
Consequences:

· The timing advance of a stationary device towards a base station is constant and the same TA value can be reused for a new data transmission without the prior need of TA acquisition. Continuous timing advance procedure may not be activated during the transfer.
· The use of access bursts (rather than normal bursts) is not necessary (noting that this does not preclude the initial transmission being a random access i.e. contention-based transmission). 
It should be noted that the timing advance granularity is about 550 meters and therefore some devices not permanently physically fixed may be considered as stationary devices.

2.5 Identification

Currently, the overhead of including a 32-bit TLLI in multiple uplink radio blocks leads to significant wasted UL resources. It is observed that:

· for stationary devices, an identifier needs only be unique within the cell;

· only 1 uplink data block with TLLI is required to complete contention resolution, yet typically multiple blocks will be sent (due to network over-allocation, see 2.2 above).

2.6 Acknowledgements at multiple layers

It has been assumed so far that RLC acknowledged mode will be used.  It is also suggested that acknowledgements at higher layers (e.g. from an MTC server) may be used. However, it should be considered whether acknowledgements at multiple layers is appropriate, bearing in mind that i) in some applications, very high reliability of individual data transmissions may not be needed; ii) reliability between the BSS and the MTC server may be significantly higher than over the radio interface; iii) typically, acknowledgements at lower layers are useful where there is significant difference in data unit sizes between layers (e.g. so that retransmissions may be carried out for the smallest amount of lost data).
GERAN WG2 should coordinate with other relevant 3GPP groups e.g. CT1, to determine whether, given that RLC acknowledged mode provides for reliable transport over the radio interface, higher layer acknowledgements are really needed and need to be accommodated for any or all MTC applications.

Whether or not higher layer acknowledgements are used may have a significant impact on the radio resource algorithm applied by the BSS and, correspondingly on the capacity of the network to support MTC devices. Indeed, for MO data transfers, the only need for a downlink TBF may be to support such acknowledgements, in which case it should be considered carefully whether it is a best use of possibly scarce resources to set up a downlink TBF solely for this purpose.
2.7 Device capability transfer

The need for MTC device capability identification when accessing the network has been confirmed in [7]. Additional device characteristics for MTC may be added in the future. It seems likely that these will need to be added to the MS Radio Access Capability (MS RAC) IE for the PS domain.
Some issues arise as follows:

· any new feature is added in chronological order to the end of MS RAC; 
· even with limited/no support for other optional capabilities, the complete set of capabilities of a modern device would not fit within the PACKET RESOURCE REQUEST (PRR) message and will need to be truncated in this message;

· therefore, in almost all cases, the sending of the ADDITIONAL MS RADIO ACCESS CAPABILITIES (AMSRAC) message will be required (with the assumption that EGPRS is supported) in addition to the sending of the PRR;

· another consequence is the further limitation of the number of frequency bands that could be signalled in the AMSRAC message, as the full set of capabilities, that would otherwise be sent in the PRR, will have to be included in the AMSRAC (the assumption being that the alternative (compressed) coding introduced in Release 99 - see [9] - is used).
As MTC data transfers may be very short (meaning that signalling/control information forms a relatively high proportion of the total transmission), the impact of such inefficient signalling may have a particularly strong impact on battery life and network resource utilization.

The issues described herein are not specific to MTC, and may affect non-MTC devices as regards the support of new features.
3 Conclusion

A number of issues that may affect support of MTC services in GERAN have been investigated. Some findings are summarized hereafter:

· A number of bottlenecks (predominantly, limited USFs and TFIs addressing space, downlink CCCH capacity) will bound the amount of devices able to get service in the network.

· TBF allocation and multiplexing principles are not optimized in terms of radio resource usage efficiency for short packet data transfers, which would make the above limitations more stringent for MTC services.

· The usage of TBFs and of their associated resource is subject to further inefficiencies. Extended TBF operation as defined or recommended in the specification may not be helpful for short data transfers.
· The usage of existing timing advance procedures may not be required or are not adapted for stationary devices.

· The devices identification, e.g. usage of TLLI for the contention resolution, adds significant overhead to signalling procedures.

· Acknowledgements at multiple layers are uselessly redundant.

· The always expanding structure of the radio access capabilities and the associated procedures for sending the information to the network are now overstretched for supporting efficiently the introduction of new features.

It is therefore proposed to add a new section in the MTC Technical Report [10] addressing the study of these issues.
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