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1. Introduction
The main aim of this contribution is to review the overload scenarios described in TR 23.888 [1] which can be caused by devices configured for MTC and the requirements for overload protection in the network which are relevant to RAN2.
2. Overload Scenarios due to Devices Configured for MTC
2.1 An External Event Triggering a Massive Number of Devices to Attach/Connect all at Once
Consider a major event like an earthquake. Many M2M applications can be related to this event. Since this is a rare event it is likely that devices supporting all those related applications are triggered to attach to the network at the occurrence of the earthquake.

At the RAN level, the near simultaneous connection from a number of devices might not be a problem for the eNB/RNC. However, an MME/SGSN/MSC is likely to be serving a large area. The aggregated connection attempts from devices configured for MTC in all cells in a location area can easily overwhelm the CN node.
Hence, for this overload situation it is best to prevent connection attempts from all devices configured for MTC as the network cannot single out a specific M2M application causing a problem. 
Besides this basic requirement, it is arguable whether the network also needs to differentiate whether the access is for signalling or data or whether any differentiation is required for access due to normal data and MTC data.

From a CN perspective, it is more likely that the control plane becomes congested before the user plane becomes congested. This is because all MTC applications require the same level of signalling even though they might generate very little traffic.  In principle, the network could allow connections for MTC traffic through whilst rejecting connections for MTC signalling.  This would imply that the network is able to distinguish between access for MTC traffic and MTC signalling. 

Proposal 1: It is beneficial to differentiate access for MTC Signalling and MTC data 

The other issue to consider is whether there is a need to differentiate MTC data from ‘normal’ data. Considering the scenarios outlined in TR 23.888 [1], the overload situation is most likely to occur when an MTC device attaches to the network in order to send some relatively small amount of MTC traffic.  It seems highly likely that the network cannot accept more signalling connections long before it becomes capacity limited in terms of user throughput. This means that the throttling of the MTC signalling will inherently put a cap on the amount of MTC data in the network. Consequently, there is no need to differentiate MTC data from normal data.

Proposal 2: There is no need to differentiate access for MTC data and normal data
For the rest of this contribution, it is assumed that any requirement is related to the need for overload protection from signalling connections from devices configured for MTC rather than data connections. 

Requirement 1: It shall be possible for the network to reduce signalling load caused by devices configured for MTC independently from signalling load caused by devices not configured for MTC. 
According to TR 23.888 [1], it is not unusual for MTC applications to terminate at one CN node unless load balancing mechanisms are used. The consequence is that all connection requests for a particular M2M application will then be handled by a single CN node (e.g.MSC/SGSN/MME). In this case, the operator would want to only reject connections towards a certain CN node rather than rejecting connections towards all CN nodes.

Requirement 2: Overload control shall be possible with a granularity of a single CN  node (SGSN, MME, MSC).
Even if the network has been able to block initial attempts from devices configured for MTC to access the network, it is important that those same devices do not immediately re-attempt to connect to the network or worse still, all attempt to connect to the network at around the same time in the future. Such phenomenon will perpetuate the network overloading caused by this scenario.

Ideally, the network would want to decorrelate the access from all rejected devices over a certain time which is long enough to smooth out the peaks in access attempts. However, such an action is only sensible if the network is aware that the M2M application can support such delayed access. It is likely that many M2M applications will be delay tolerant and hence can be considered as low priority devices which can be delayed for a relatively long time period. Consequently, the network should be able to differentiate devices configured for MTC which support low priority M2M applications from all other devices configured for MTC supporting other applications. The SA1 LS to SA2 (S1-102293[2]) reiterate the need to more aggressively deprioritise access from devices configured for MTC supporting delay tolerant M2M applications relative to devices supporting other M2M applications.   
Requirement 3: It shall be possible for network to differentiate signalling from devices configured for MTC supporting low priority M2M applications, from devices configured for MTC supporting other M2M applications and also from other devices not configured for MTC. 
2.2. Large Number of Devices Accessing at the same time
As indicated above, the network should be able to decorrelate subsequent attempts from rejected devices following an unexpected event to avoid large number of devices attempting to connect again at around the same time in the future.
This phenomenon can also occur more often because certain MTC applications are expected to generate signalling in a synchronised manner e.g. smart meters sending their reading every hour or quarter hour. Considering the massive number of such devices and lack of operator control on application behaviour, MTC applications  requiring a large number of devices to generate  signalling at around the same time are likely to overload the network at periodic time intervals.

The operator would prefer to avoid dimensioning the network for such peak signalling loads. Instead, ‘peak shaving’ mechanisms should be put in place to distribute the connections from applications generating access attempts in a synchronised manner over time and hence allow the operator to dimension the network for average load rather than the peak load. 

Requirement 4: It shall be possible for the network to decorrelate access attempts from devices configured for MTC which have either been rejected by the network following an event or originate from MTC applications that generate access attempts in a synchronised manner. 
2.3 Overloading by Roaming Devices Configured for MTC
It is probably counter-intuitive to expect a large number of devices configured for MTC in a PLMN to be roamers considering that most of those devices are stationary. However, in many cases devices configured for MTC will be used as part of a contract between one network operator (or network operator group with operations in multiple countries) and a large (possibly multi-national) company. 

 One of the key aspects that the operator will “sell” to the corporate customer is coverage [3]. The use of “national roaming” obviously improves geographic coverage, but, its utilisation poses several challenges. An obvious solution to some of these national roaming challenges is for the operator to use “international roaming”, either with a SIM from a different company within the same operator group, or, by using a SIM with “non-geographic” Mobile Country Code (e.g. MCC 901).
Both of these options appear to already be in use, and are likely to be used widely in the future. Typically a multi-national customer will want to be delivered devices and choose in which country they are used. This inevitably leads to ‘roaming’ for their devices. This situation is exacerbated by the use of factory “pre-fitted” SIMs. 
Such a scenario indicate that most devices configured for MTC  will  be camped on a PLMN that is different to their IMSI’s PLMN-ID.
If devices configured for MTC have foreign SIMs, the following overload problems are expected: 

1)  Devices that only Attach/Power Up when an Event Occurs

If  devices configured with foreign SIMs are normally not-attached to the network, then the VPLMN may only discover that these devices are in its territory when an event happens that causes the device to report back to the “MTC server”.

If a large set of such devices get activated by the same event (e.g. burglar alarms with foreign SIMs responding to a power cut or earthquake) then the VPLMN may suddenly get loaded by huge numbers of M2M devices: yet, potentially, the VPLMN would have been totally unaware of the existence of (millions of) these devices.

Without prior knowledge of the number of inactive devices in the geographic area, network capacity planning is close to impossible.

Such scenarios lead to the need for a VPLMN to be able to “survive” a potentially massive increase in unplanned /unpredicted signalling load.

2) Failure of “M2M partner” Network

It is likely that many “roaming” devices configured for MTC will be using the network of a PLMN within the same operator group,

For example, “BigOperatorX UK” might have a contract to supply 5 million electricity meters in the South of England. To ‘enhance’ their coverage area, they could equip them with SIM cards from their partner network “BigOperatorX Spain”. 

But what then happens if the “BigOperatorX UK” network fails? These devices will NOT have Vodafone UK as a forbidden PLMN and so, when their periodic update fails, they are likely to change network, and, over a potentially fairly short time period, up to 5 million new devices appear on the Vodafone UK network.
Requirement 5: It shall be possible for network to prevent access to CN (for signalling connections) from devices configured for MTC if they are of a certain roaming sub-category. 

3.  Conclusions
In this contribution, Vodafone reviews the overload scenarios described in TR 23.888 [1] and identify the following requirements which are relevant for RAN2: 

Requirement 1: It shall be possible for the network to reduce signalling load caused by devices configured for MTC independently from signalling load caused by devices not configured for MTC. 
Requirement 2: Overload control shall be possible with a granularity of a single CN  node (SGSN, MME, MSC).
Requirement 3: It shall be possible for network to differentiate signalling from devices configured for MTC supporting low priority M2M applications, from devices configured for MTC supporting other M2M applications and also from other devices not configured for MTC. 
Requirement 4: It shall be possible for the network to decorrelate access attempts from devices configured for MTC which have either been rejected by the network following an event or originate from MTC applications that generate access attempts in a synchronised manner. 

Requirement 5: It shall be possible for network to prevent access to CN (for signalling connections) from devices configured for MTC if they are of a certain roaming sub-category. 

RAN2 is kindly requested to take those requirements into account to progress the work item on RAN mechanisms to avoid core network overload due to MTC (RP-101026).
References
[1] TR 23.888, ‘System Improvements for Machine Type Communications,’ 3GPP
[2] S1-102293, ‘LS on Congestion control Requirements in TS 22.368’ SA1

[3] S2-102614, ‘Network Operator Issues for Machine-To-Machine Type devices,’ Vodafone


























































































PAGE  
1

