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MTC Capacity Evaluation
1 Introduction
When increasing the number of MTC devices in a typical GERAN network, this will obviously cause an increased load of both traffic as well as signalling in the network. This paper investigates what impact and addition of a large number of MTC devices such as e.g. smart meters will have on the capacity of the Packet Data Channels (PDCHs) as well as on the Common Control Channel (CCCH) – inclusive of Paging Channel (PCH), Access Grant Channel (AGCH) and Random Access Channel (RACH). This paper also investigates the possible shortage of available USFs for uplink scheduling signalling. 
2 Assumptions and Simulator Settings
Two different traffic models  - one device initiated as well as one server initiated - have been used for the evaluations done in this paper, as illustrated in Figure 1 below.
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Figure 1 - Traffic Models: Device initiated (left) and Sever Initiated (right)
The arrival of events to the system (i.e. reports from the M2M devices or polls from the M2M server) is modelled as a Poisson process where the intensity is proportional to the number of devices in the system (n) and inversely proportional to the mean Reporting Interval (RI), i.e. the intensity is n/RI and the time between these events is independent of each other. 

Many of the evaluations presented in this paper have been derived via analytical calculations, whereas others have been derived via simulations. For this latter category, the main simulation parameters and settings used are presented in Table 1 below:
Table 1 – Common parameters and settings used in the simulations
	Name
	Type
	Details 

	Nr of TRXs per cell 
	Iterable
	1,2 or 4 where timeslots are used for BCCH + 2 SDCCHs

	Nr of CCCHs per cell
	Iterable
	1,2 or 4

	Nr of Cells per Routing Area
	Iterable
	1,4,100 or 2048

	CCCH Paging Capacity
	Constant
	100 pages per second 

	Traffic Type
	Constant
	100% MTC Devices  (No CS and No other PS users)

	MTC Reporting Interval
	Iterable
	Poisson Distributed with mean interval between events of 
1min (=60s), 5min (=300s), 15min (=900s), 30min (=1800s) or 1h (=3600s)

	MTC Report Size
	Iterable
	100byte, 200byte,1000byte and 2500byte

	TCP/IP
	Constant
	maxSegmentSize=1500bytes, IPv6, Header Size = 48bytes

	LLC
	Constant
	Header Size = 10 bytes, Max MTU size = 1500 bytes

	RLC/MAC 
	Consant
	No retansmissions. MCS-5 used always. Ack/Nack reports (PDAN/PUAN or PAN) disregarded.

	Radio Model
	Constant
	Ideal radio conditions – i.e. no retransmission are assumed e.g. for the PDCH evaluations.

	PDCH Resource Handling
	Constant
	Each device will be assigned2 PDCHs per direction.

	About the simulations
	-
	Simulations done using SimPy in Python. Each simulation starts with a number of initial MTC devices, whereafter new devices are added until the queuing is too large, i.e. the capacity threshold is reached for the investigated entity (e.g. CCCH or PDCH). 25 samples per configuration.


The following limitations with respect to the simulations should be noted:

· The simulated scenarios contain no other traffic, such as CS, apart from the PS traffic generated by MTC devices. The number of TRXs in the respective configurations throughout the paper could however be read as “the number of TRXs devoted to PS traffic (i.e. PDCHs and not TCHs)” and thus this need not be a significant limitation.  

· Ideal radio conditions (i.e. no retransmissions) are assumed, i.e. there will no retransmissions, which of course is a simplification. On the other hand, MCS-5 is assumed to be used for all transmissions of RLC/MAC blocks, which in many cases will be a pessimistic assumption - especially in good radio conditions – so this may not need to be such a significant limitation either. 

· The transmission of RLC/MAC Ack/Nack reports (PDANs, PUANs or PANs) is not performed in the simulator. But since the main traffic flow is in the uplink direction, this means that the Ack/Nack reports are primarily sent in the downlink direction. But since this is not the limiting direction, this will have no or a very minimal impact on the final results. 

Despite these limitations, it is nevertheless believed that the results as presentment in this paper are highly valid and that they also may be further generalized to cover other scenarios not covered here. But most importantly, the results presented in this paper gives a hint about what some of the capacity bottlenecks in GERAN may be with respect to MTC devices and their applications. 
Further details about the actual modelling and simulator setup for the evaluation of the various entities is given in the receptive section. 
3 PDCH Capacity Evaluation
For the server initiated traffic model, the model of the Packet Data Channel (PDCH) takes a downlink request generated by a Poisson process based on the number of devices in the system and the reporting interval assumed as described in Section 2 earlier. The downlink request is transmitted over a number of blocks according to the coding scheme and amount of payload to transmit. After this downlink request has been received the uplink transfer of the report from the MTC device will start.  

For the device initiated traffic model no request is sent, but instead the Poisson process directly triggers the uplink transfer of the report from the MTC device
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In Figure 2 below, an example of a server initiated traffic model for a 2 TRX cell is shown. This simulation starts with 10000 initial users, whereupon every second ten more devices are added. The reporting interval in this case is once per hour and the size of each report is 2500 bytes. The simulation is stopped once there is not enough PDCH capacity in either direction to support all the devices.
In the left plot of Figure 2 above the number of used PDCHs at any given instant during the simulations can be seen to increase as more users are added to the system. The UL PDCH is always much more utilized than the downlink, as expected since the actual payload (i.e. the large report) is transmitted in the UL whereas the DL only transmits the smaller request from the MTC server + some signalling. The magenta colored line is read on the right y axis and represents the current number of users in the cell.

In the right plot of Figure 2 the UL/DL PDCH “queues” can be seen. What this represents are RLC/MAC blocks that cannot be sent due to the fact that all PDCHs are currently occupied. As can be seen, by the end of the simulation, the maximum capacity of the UL PDCH is reached for around 27000 users in the cell, something which in this scenario happened after approximately 1700 seconds.
A number of different scenarios have been evaluated using the above described methodology. For these scenarios the maximum number of supported devices for the server initiated traffic model is shown in Figure 3 below: 
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Figure 3 - The number of devices possible to support in the cell before running out of PDCHs for the server initiated traffic model.
For the device initiated traffic model, the only difference wrt the PDCH usage as compared to the server initiated traffic model presented above, is that no request is in this case sent from the MTC server to the MTC device. Thus it is expected that the DL PDCH utilization will of course be lower, but this will not have any impact on the UL PDCH utilization, which is the main traffic and thus limiting direction (as e.g. could be seen from Figure 2 earlier). Therefore, the results derived for the server initiated traffic model presented above in Figure 3 are valid also for the device initiated traffic model.
4 CCCH Capacity Evaluation
To model the Common Control Channel (CCCH) behaviour, a similar model to that for the PDCHs as described in the previous section is used. For the server initiated traffic model, a page is sent on the Paging Channel (PCH) (which is mapped on the downlink CCCH) from the network. This is then followed by channel request on Random Access Channel (RACH) (which is mapped on uplink CCCH) from the MTC device. After this, the network will assign the device dedicated resources which is described in a message sent to the device on the Access Grant Channel (AGCH) (also mapped on the downlink CCCH). For the device initiated traffic model, the behaviour will be the same, except that obviously no paging needs to be done in this case. 
The capacity of the uplink CCCH (RACH) as well as of the downlink CCCH (PCH + AGCH) are evaluated in the following subsections

4.1 Uplink CCCH (RACH)

The resources on the Random Access Channel (RACH) are not explicitly controlled and scheduled by the network, as in contrast to e.g. the PDCHs. Instead there are approximately 217 possibilities (or slots) per second for when a device may send an access burst including a channel request on the RACH. In case two or more devices happen to use the same slot (i.e. send access bursts simultaneously) it is assumed that all these bursts will be corrupted and needs to be retransmitted. The more devices that are preset in the cell, the larger will the chance be that this kind of collisions will occur. The capacity S of such a slotted ALOHA channel may be expressed as 
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, where G is the number of transmission attempts (frames) per possible transmission opportunity (timeslot). A graph of this is shown in Figure 4 below:
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Figure 4 - Utilization of a Slotted ALOHA channel such as e.g. RACH

As can easily derived from the above expression and also seen in Figure 4 above, the maximum utilization of the slotted ALOHA channel is 
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, and will occur when there is 1 frame per timeslot. For the case of RACH, this would then mean that the utilization of the RACH is maximized when it is used at 36.8% of its capacity, namely for 
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channel requests per second or - in case of a cell with 2 or 4 CCCHs - at 160 or 240 channel requests per second respectively. The question is now, for which number of devices in the cell is this expected to happen?  

Let Y(t) denote the number of channel requests per second. This may be modelled as a Poisson process with intensity n/RI (where RI is the reporting interval and n is the current number of users in the cell), thus 
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. What we are interested in is then the probability that the number of channel requests per second Y(t) reaches 80 times the number of CCCHs in the cell, thus:

[image: image8.wmf])

_

_

#

80

)

(

(

1

)

_

_

#

80

)

(

(

cell

per

CCCHs

t

Y

P

cell

per

CCCHs

t

Y

P

´

£

-

=

´

>

 

Since 
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 this may be calculated as:
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An example of these probabilities for a cell with 1 CCCH, for the different reporting intervals considered in this paper is seen in Figure 5 below, in which also the points where the probability of the RACH being over-utilized are 2%, i.e. where
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.  These points are chosen in order to find the maximum number of MTC devices that may be present in this cell in this scenario, without risking a too large RACH over-utilization probability.
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Figure 5 - Example of the RACH outage probability for a cell with 1 CCCH/cell. 

Yet again, a number of different scenarios have been evaluated using this methodology. For these scenarios the maximum number of supported devices is shown in Figure 6 below. 
Of course, these results are valid for both the device and server initiated traffic models, since the MTC device will send a channel request on the RACH in either case. 
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Figure 6 - The maximum number of MTC Devices that can be supported for a cell with 1,2 or 4 #CCCHs if the maximum allowed RACH over-utilization probability is 2%

4.2 Downlink CCCH Capacity
The downlink CCCH can theoretically handle up to 150 pages/second sent on the Paging Channel (PCH) or up to 38 access grant messages/second sent on the Access Grant Channel (AGCH). For the paging however, evaluations have rather been made for the more realistic 100 pages/second, because 150 pages per second would e.g. assume an ideal mapping of the devices onto the different paging groups. Since the paging groups are derived from the MS identity, this is not very realistic, hence the more reasonable 100 pages/second is assumed. Furthermore, since paging messages are sent out in the whole routing area (RA), this means that the paging capacity is shared by all the cells in the RA. Also, since the access grant is larger than the paging message, it obviously uses more downlink CCCH resources than the paging message, more precisely 100/38 as much Thus the paging capacity decreases when an access grant has to be sent out, and the access grant takes precedence over the paging messages. 
If letting K denote the number of arrivals per second (i.e. the number of reports sent by any MTC devices) in the routing area, then the DL CCCH load in each cell caused by the pages may be expressed as 
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 and the DL CCCH load in each cell caused by the access grants will be
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The question now is when this expression reaches the full CCCH capacity in the cell? For what number of reports per second K will there be so many paging messages (sent in the whole RA) and access grant messages (sent per cell) on the DL CCCH in each cell of the RA, so that its whole capacity is used? 
For the server initiated traffic model, this value could straightforwardly be calculated (approximately) as: 
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For the device initiated traffic model, there are will be no pages, and the above expression would then be independent of the size of the routing area, and thus instead be: 
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The corresponding values of K as per above, is shown in Table 2 below, for a few different routing area sizes. Here it can be seen that e.g. the larger routing areas we have, the lower is the amount of traffic needed to consume all the DL CCCH capacity in the cell, in analogy with what was discussed above.
Table 2- The number of reports that needs to be send in each cell (in average) to require all the DL CCCH capacity in the cells within the routing area.
	
	
	#CELLS_PER_RA 

	
	
	1
	4
	100
	2048
	Any

	#CCCHs_
PER_CELL
	1
	27,5362
	15,0794
	0,9744
	0,0488
	38

	
	2
	55,0725
	30,1587
	1,9487
	0,0975
	76

	
	4
	110,1449
	60,3175
	3,8974
	0,1951
	152

	
	
	Server initiated 

traffic model
	Device initiated 

traffic model


Now, these numbers are of course not the most interesting, but what we are primarily after is the number of devices in each of the cells that will cause this load. Since we have assumed the arrivals/reports to be Poisson distributed with intensity n/RI (n=number of users, RI=reporting interval), this number of users n will then simply be for the server initiated traffic model:
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And for the device initiated traffic model:
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This maximum number of devices n that can be supported in the cell according to the above expression is evaluated and shown in Figure 7 below for the device initiated traffic model. The corresponding results for the server initiated traffic model is shown in Figure 8.
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Figure 7 - The maximum number of MTC devices that can be supported for the server initiated traffic model in each cell before reaching the maximum DL CCCH capacity.
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Figure 8 - The maximum number of MTC devices that can be supported for the device initiated traffic model in each cell before reaching the maximum DL CCCH capacity


4.3 USFs 
The Uplink State Flag (USF), which is used to schedule uplink transmissions for the users in the GERAN network, is a three bit field where typically only 7 of these code points are available for use. This means that up to 7 uplink users can be multiplexed on one and the same uplink PDCH at the same time, and thus at most 56 uplink users on one TRX. In case one user is assigned more than one uplink PDCH, then the network will have to allocate a USF per PDCH to this user, so essentially the number of available USFs in the cell which decrease in direct proportion to the number of uplink PDCHs per user.
What we are interested of, is to evaluate the probability that there is not enough USFs in the cell to support all devices and – in such case – how many devices can be supported in the cell before this occurs? 
Let P(USF_OUTAGE) denote the probability that there are not enough USFs available in the cell to support more users. Now, we have already assumed that the MTC devices are reporting according to a Poisson process with an intensity of n/RI (where RI is the reporting interval and n is the current number of users in the cell). Also, let us further assume that each PDCH is being held for a time HT [s] (including 0.5 seconds signalling release), during the uplink data transfer of the report. 
The requests for a new USF may thus be seen as another Poisson process
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The first question now is: What will the value of this PDCH holding time be? Well, for the most loaded case, where each used is multiplexed with 6 others, it could be expected that the data transfer of the report will take 7 times as long as if the user was alone. For the assumed MCS-5, where each RLC/MAC block carried 56 bytes of user payload, with 50 potential RLC/MAC blocks being sent per second per PDCH, then the average holding time HT for this most loaded 7 users case could be expressed as:
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Furthermore, the total number of available USFs in the cell will be equal to 7 times the total number of PDCHs in the cell divided with the number of PDCHs allocated to each MS, thus: 7x#PDCHs_TOT/#PDCHs_per_MS. The probability of a USF outage may now be expressed as:
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But, according to what was stated above, 
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, and thus we may calculate this as: 
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An example of these probabilities for a cell with 1 TRX, where the sent report size in the uplink is 1000 bytes, for the different reporting intervals considered in this paper is seen in Figure 9 below. 
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Figure 9 - Example of the USF outage probability for a 1 TRX cell where the mean PDCH holding time for each user is 1 second. 

In Figure 9 above, also the points where the probability of a USF outage is 2% are indicated. This is done in order to find the maximum number of MTC devices that may be present in this cell in this scenario, without risking a too large USF outage probability. Yet again, a number of different scenarios have been evaluated using this methodology. For these scenarios the maximum number of supported devices is shown in Figure 10 below. 

In the same way as for the PDCH utilization in Section 3, the behaviour for both the server and the device initiated traffic models are the same also for the USF usage since the uplink traffic will be the same in either case. Thus the these results are valid for both traffic of the models.
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Figure 10 - The maximum number of devices that can be supported for each configuration before the USF outage probability reaches 2%.

5 Discussion & Bottleneck Comparison
From the results of the previous sections of this paper we one-by-one evaluated how many MTC devices that may be supported in a GERAN network with respect to PDCH and CCCH capacity, as well as a the possible limitation of running out of USF values for all the multiplexed users. 
Now, what is perhaps more interesting is to evaluate which of these limiters that in each and every investigated scenario is the one that is limiting the capacity in the network. This is presented in Table 3 below for the device initiated traffic model, whereas Tables 4-7 presents the values for the server initiated traffic models with 1,4,100 or 2048 cells per routing area, respectively.
In each table the maximum number of devices possible to support (as limited by “the smallest bottleneck”) are displayed. In addition, each field is colour-coded to indicate which the current bottleneck is according to:

As can be seen from the Figures, there are different bottlenecks for the different scenarios. However is clear that the RACH capacity does not appear to be a limiter – at least not for the in this paper evaluated scenarios. Also it can be concluded that – in analogy with what was stated in Section 4.2 – that the larger routing areas are, the more the paging load increases which causes overload of the CCCH DL due to all the pagings messages sent in every cell of the RA.
Table 3 - Limiting factors for the device initiated traffic model


	#CCCHs per cell
	1
	2
	4

	#TRXs per cell
	1
	2
	4
	1
	2
	4
	1
	2
	4

	60
	100
	1000
	2280
	2280
	1000
	3035
	4560
	1000
	3035
	6911

	
	500
	560
	1770
	2280
	560
	1770
	4135
	560
	1770
	4135

	
	1000
	360
	1140
	2280
	360
	1140
	2830
	360
	1140
	2830

	
	2500
	180
	550
	1370
	180
	550
	1370
	180
	550
	1370

	300
	100
	4990
	11400
	11400
	4990
	13882
	22800
	4990
	13882
	32069

	
	500
	2780
	8451
	11400
	2780
	8451
	18536
	2780
	8451
	18536

	
	1000
	1790
	5690
	11400
	1790
	5690
	12879
	1790
	5690
	12879

	
	2500
	860
	2750
	6781
	860
	2750
	6781
	860
	2750
	6781

	900
	100
	14970
	34200
	34200
	14970
	39565
	68400
	14970
	39565
	98764

	
	500
	8320
	25246
	34200
	8320
	25246
	54562
	8320
	25246
	54562

	
	1000
	5350
	15632
	34200
	5350
	15632
	35986
	5350
	15632
	35986

	
	2500
	2580
	8080
	18238
	2580
	8080
	18238
	2580
	8080
	18238

	1800
	100
	29930
	68400
	68400
	29930
	83823
	136800
	29930
	83823
	179529

	
	500
	16630
	44540
	68400
	16630
	44540
	106795
	16630
	44540
	106795

	
	1000
	10690
	30298
	68400
	10690
	30298
	70283
	10690
	30298
	70283

	
	2500
	5160
	15565
	35171
	5160
	15565
	35171
	5160
	15565
	35171

	3600
	100
	57526
	136800
	136800
	57526
	148206
	273600
	57526
	148206
	349972

	
	500
	32654
	97927
	136800
	32654
	97927
	198870
	32654
	97927
	198870

	
	1000
	21380
	57124
	134675
	21380
	57124
	134675
	21380
	57124
	134675

	
	2500
	10320
	28807
	66466
	10320
	28807
	66466
	10320
	28807
	66466

	Reporting Interval [s]
	Report Size [bytes]
	
	
	
	
	
	
	
	
	


Table 4 - Limiting factors for the server initiated traffic model with 1 cell per routing area

	#CCCHs per cell
	1
	2
	4

	#TRXs per cell
	1
	2
	4
	1
	2
	4
	1
	2
	4

	60
	100
	1000
	1652
	1652
	1000
	3035
	3304
	1000
	3035
	6608

	
	500
	560
	1652
	1652
	560
	1770
	3304
	560
	1770
	4135

	
	1000
	360
	1140
	1652
	360
	1140
	2830
	360
	1140
	2830

	
	2500
	180
	550
	1370
	180
	550
	1370
	180
	550
	1370

	300
	100
	4990
	8260
	8260
	4990
	13882
	16521
	4990
	13882
	32069

	
	500
	2780
	8260
	8260
	2780
	8451
	16521
	2780
	8451
	18536

	
	1000
	1790
	5690
	8260
	1790
	5690
	12879
	1790
	5690
	12879

	
	2500
	860
	2750
	6781
	860
	2750
	6781
	860
	2750
	6781

	900
	100
	14970
	24782
	24782
	14970
	39565
	49565
	14970
	39565
	98764

	
	500
	8320
	24782
	24782
	8320
	25246
	49565
	8320
	25246
	54562

	
	1000
	5350
	15632
	24782
	5350
	15632
	35986
	5350
	15632
	35986

	
	2500
	2580
	8080
	18238
	2580
	8080
	18238
	2580
	8080
	18238

	1800
	100
	29930
	49565
	49565
	29930
	83823
	99130
	29930
	83823
	179529

	
	500
	16630
	44540
	49565
	16630
	44540
	99130
	16630
	44540
	106795

	
	1000
	10690
	30298
	49565
	10690
	30298
	70283
	10690
	30298
	70283

	
	2500
	5160
	15565
	35171
	5160
	15565
	35171
	5160
	15565
	35171

	3600
	100
	57526
	99130
	99130
	57526
	148206
	198260
	57526
	148206
	349972

	
	500
	32654
	97927
	99130
	32654
	97927
	198260
	32654
	97927
	198870

	
	1000
	21380
	57124
	99130
	21380
	57124
	134675
	21380
	57124
	134675

	
	2500
	10320
	28807
	66466
	10320
	28807
	66466
	10320
	28807
	66466

	Reporting Interval [s]
	Report Size [bytes]
	
	
	
	
	
	
	
	
	


Table 5 - Limiting factors for the server initiated traffic model with 4 cells per routing area

	#CCCHs per cell
	1
	2
	4

	#TRXs per cell
	1
	2
	4
	1
	2
	4
	1
	2
	4

	60
	100
	904
	904
	904
	1000
	1809
	1809
	1000
	3035
	3619

	
	500
	560
	904
	904
	560
	1770
	1809
	560
	1770
	3619

	
	1000
	360
	904
	904
	360
	1140
	1809
	360
	1140
	2830

	
	2500
	180
	550
	904
	180
	550
	1370
	180
	550
	1370

	300
	100
	4523
	4523
	4523
	4990
	9047
	9047
	4990
	13882
	18095

	
	500
	2780
	4523
	4523
	2780
	8451
	9047
	2780
	8451
	18095

	
	1000
	1790
	4523
	4523
	1790
	5690
	9047
	1790
	5690
	12879

	
	2500
	860
	2750
	4523
	860
	2750
	6781
	860
	2750
	6781

	900
	100
	13571
	13571
	13571
	14970
	27142
	27142
	14970
	39565
	54285

	
	500
	8320
	13571
	13571
	8320
	25246
	27142
	8320
	25246
	54285

	
	1000
	5350
	13571
	13571
	5350
	15632
	27142
	5350
	15632
	35986

	
	2500
	2580
	8080
	13571
	2580
	8080
	18238
	2580
	8080
	18238

	1800
	100
	27142
	27142
	27142
	29930
	54285
	54285
	29930
	83823
	108571

	
	500
	16630
	27142
	27142
	16630
	44540
	54285
	16630
	44540
	106795

	
	1000
	10690
	27142
	27142
	10690
	30298
	54285
	10690
	30298
	70283

	
	2500
	5160
	15565
	27142
	5160
	15565
	35171
	5160
	15565
	35171

	3600
	100
	54285
	54285
	54285
	57526
	108571
	108571
	57526
	148206
	217142

	
	500
	32654
	54285
	54285
	32654
	97927
	108571
	32654
	97927
	198870

	
	1000
	21380
	54285
	54285
	21380
	57124
	108571
	21380
	57124
	134675

	
	2500
	10320
	28807
	54285
	10320
	28807
	66466
	10320
	28807
	66466

	Reporting Interval [s]
	Report Size [bytes]
	
	
	
	
	
	
	
	
	


Table 6
 - Limiting factors for the server initiated traffic model with 100 cells per routing area

	#CCCHs per cell
	1
	2
	4

	#TRXs per cell
	1
	2
	4
	1
	2
	4
	1
	2
	4

	60
	100
	58
	58
	58
	116
	116
	116
	233
	233
	233

	
	500
	58
	58
	58
	116
	116
	116
	233
	233
	233

	
	1000
	58
	58
	58
	116
	116
	116
	233
	233
	233

	
	2500
	58
	58
	58
	116
	116
	116
	180
	233
	233

	300
	100
	292
	292
	292
	584
	584
	584
	1169
	1169
	1169

	
	500
	292
	292
	292
	584
	584
	584
	1169
	1169
	1169

	
	1000
	292
	292
	292
	584
	584
	584
	1169
	1169
	1169

	
	2500
	292
	292
	292
	584
	584
	584
	860
	1169
	1169

	900
	100
	876
	876
	876
	1753
	1753
	1753
	3507
	3507
	3507

	
	500
	876
	876
	876
	1753
	1753
	1753
	3507
	3507
	3507

	
	1000
	876
	876
	876
	1753
	1753
	1753
	3507
	3507
	3507

	
	2500
	876
	876
	876
	1753
	1753
	1753
	2580
	3507
	3507

	1800
	100
	1753
	1753
	1753
	3507
	3507
	3507
	7015
	7015
	7015

	
	500
	1753
	1753
	1753
	3507
	3507
	3507
	7015
	7015
	7015

	
	1000
	1753
	1753
	1753
	3507
	3507
	3507
	7015
	7015
	7015

	
	2500
	1753
	1753
	1753
	3507
	3507
	3507
	5160
	7015
	7015

	3600
	100
	3507
	3507
	3507
	7015
	7015
	7015
	14030
	14030
	14030

	
	500
	3507
	3507
	3507
	7015
	7015
	7015
	14030
	14030
	14030

	
	1000
	3507
	3507
	3507
	7015
	7015
	7015
	14030
	14030
	14030

	
	2500
	3507
	3507
	3507
	7015
	7015
	7015
	10320
	14030
	14030

	Reporting Interval [s]
	Report Size [bytes]
	
	
	
	
	
	
	
	
	


Table 7 - Limiting factors for the server initiated traffic model with 2048 cells per routing area

	#CCCHs per cell
	1
	2
	4

	#TRXs per cell
	1
	2
	4
	1
	2
	4
	1
	2
	4

	60
	100
	2
	2
	2
	5
	5
	5
	11
	11
	11

	
	500
	2
	2
	2
	5
	5
	5
	11
	11
	11

	
	1000
	2
	2
	2
	5
	5
	5
	11
	11
	11

	
	2500
	2
	2
	2
	5
	5
	5
	11
	11
	11

	300
	100
	14
	14
	14
	29
	29
	29
	58
	58
	58

	
	500
	14
	14
	14
	29
	29
	29
	58
	58
	58

	
	1000
	14
	14
	14
	29
	29
	29
	58
	58
	58

	
	2500
	14
	14
	14
	29
	29
	29
	58
	58
	58

	900
	100
	43
	43
	43
	87
	87
	87
	175
	175
	175

	
	500
	43
	43
	43
	87
	87
	87
	175
	175
	175

	
	1000
	43
	43
	43
	87
	87
	87
	175
	175
	175

	
	2500
	43
	43
	43
	87
	87
	87
	175
	175
	175

	1800
	100
	87
	87
	87
	175
	175
	175
	351
	351
	351

	
	500
	87
	87
	87
	175
	175
	175
	351
	351
	351

	
	1000
	87
	87
	87
	175
	175
	175
	351
	351
	351

	
	2500
	87
	87
	87
	175
	175
	175
	351
	351
	351

	3600
	100
	175
	175
	175
	351
	351
	351
	702
	702
	702

	
	500
	175
	175
	175
	351
	351
	351
	702
	702
	702

	
	1000
	175
	175
	175
	351
	351
	351
	702
	702
	702

	
	2500
	175
	175
	175
	351
	351
	351
	702
	702
	702

	Reporting Interval [s]
	Report Size [bytes]
	
	
	
	
	
	
	
	
	


6 Conclusion

This paper has investigated and evaluated what impact and addition of a large number of MTC devices such as e.g. smart meters will have on the capacity of the Packet Data Channels (PDCHs) as well as on the Common Control Channel (CCCH) – inclusive of Paging Channel (PCH), Access Grant Channel (AGCH) and Random Access Channel (RACH). This paper also investigated the possible shortage of available USFs for uplink scheduling signalling. 

As a result of these investigations, it has been seen that the “bottlenecks” - i.e. what limits the number of potential devices in each cell of the GERAN network - may in some situations be the PDCH capacity and in other cases the CCCH LD capacity. In some many cases it is also the lack of free USF values to assign to new MTC devices that are the limiting factor.

Of course, there may also be other “bottlenecks” in the system, which have not been investigated here. 
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Figure � SEQ Figure \* ARABIC �2� - Detailed plots of the PDCH usage (left) and the PDCH queues (right) �for one example of the server initiated traffic model
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