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Supervision of the BSC-CBC interface
1 Introduction
At the GERAN2#43bis meeting, the need for a surveillance functionality of the BSC-CBC interface was highlighted in TDOC G2-090176, ref 1. 
The main reason for proposing a surveillance feature for the BSC-CBC interface is the expected requirement on constant availability of the BSC-CBC interface and the services it provides, especially with respect to distribution of ETWS Primary and Secondary Notifications to mobile stations. Since the delivery time requirement for ETWS Primary Notification messages is very strict (4 seconds from receipt of the Warning Notification by the PLMN operator until delivered to the mobile station) a possible communication failure between the two nodes has to be detected and attended to immediately. 

2 Problem description
In the current versions of TS 23.041, ref 2, and TS 48.049, ref 3, nothing is really stated how to maintain the availability of the BSC-CBC interface. When the CBC node initiates a CBSP procedure it is simply assumed that the TCP connection is established from the CBC node towards a specific TCP destination port number in the BSC, before the CBSP message is sent. After the CBSP procedure has been completed, the TCP connection may very well be released since there is no requirement on keeping the TCP connection alive towards the BSC.
If no TCP connection is established between the BSC and the CBC and a failure occurs somewhere in-between the two nodes, the fault may not be detected until the CBC (or the BSC in case of a Failure or Restart Indication procedure is initiated) is trying to establish the TCP connection later on.
Even if a TCP connection is established between the two nodes, a permanent break in the communication path may not be detected until a CBSP message is eventually sent from any of the two peers. Depending on when the next CBSP procedure is initiated, it might take several minutes before a problem in the communication path is actually detected.
3 Alternative solutions
In the referred TDOC document (ref 1), a few examples of a possible surveillance feature were given, all of them based on a keep-alive mechanism initiated by the CBC node with a certain periodicity.

· a TCP connection establishment request towards the registered CBSP TCP port in the BSC, or

· by re-using one of the existing CBSP procedures in TS 48.049, or

· by introducing a completely new CBSP Keep Alive procedure in TS 48.049.
The first alternative to regularly establish and release a TCP connection between the two nodes has a limitation since it will only cover the availability of data transportation on the transport layer between the two nodes leaving the communication to the application layer (CBSP) on both ends uncovered.

Re-using of an existing CBSP message is from this perspective a better alternative. This can be done by e.g. sending a “false” WRITE-REPLACE message with an unknown Cell Identity to the BSC. Since the Cell Identity is not defined in the BSC, a WRITE-REPLACE FAILURE message will be returned to the CBC, hence the purpose of verifying the communication path between the two peers is fulfilled.
To our understanding, this solution is used by some UTRAN vendors for supervision of the RNC-CBC interface and the availability of the Service Area Broadcast Protocol.
Although this alternative is more of an “emergency solution” (when no better solution is at hand) this alternative can of course also be used for the BSC-CBC interface.
Since CBSP is a new protocol from Release 9 (in opposite to the RNC-CBC interface) no legacy aspects have to be considered. From this point of view a solution where a completely new CBSP procedure is introduced, according to the third alternative above, with the sole purpose of supervising the availability of the BSC-CBC interface up to and including the CBS Protocol level, is most likely a more preferable solution.

4 Proposed solution
The communication between a single BSC and the CBC node can be seen as a server/client interface where the CBC node acts as a client while the BSC node acts as a server providing a radio network broadcast service. For a client-server interface it is normally the client that supervises the availability of the server. This approach seems also reasonable for the BSC-CBC interface.
The Keep Alive procedure is defined in a KEEP-ALIVE/KEEP-ALIVE COMPLETE message pair, initiated from the client, i.e. the CBC node. The CBC node sends a KEEP-ALIVE message and starts a timer T1 in purpose to supervise the response message from the BSC. Upon reception of the KEEP-ALIVE message in the BSC, a KEEP-ALIVE COMPLETE message is immediately returned to the CBC. At reception of the KEEP-ALIVE COMPLETE message in the CBC, the timer T1 supervising the response message is stopped.

As long as the CBC node receives a response on the KEEP-ALIVE message, the BSC-CBC interface (up to and including the CBS Protocol level) is assumed to work properly.
If no response message is received from the BSC, the timer T1 supervising the response message will eventually expire and the CBSP communication path is considered as failed.
No value of timer T1 is proposed since its value most likely is network dependent.

The Keep Alive procedure is initiated by the CBC node on a regular basis, i.e. every n second. The interval between two KEEP-ALIVE messages, i.e. the value of a possible T2 timer, has a relation to how soon a break in the communication path between the two nodes is detected.
The existence of a T2 timer and the value of the T2 timer is most likely an implementation matter not to be specified in TS 48.049.
An outline of the KEEP-ALIVE/KEEP-ALIVE COMPLETE messages is shown in the tables below.
8.1.3.x

KEEP-ALIVE
The KEEP-ALIVE message is sent from the CBC to the BSC in order to verify the CBSP communication path between the CBC and the BSC.
Direction: CBC ( BSC

Table 8.1.3.x.1: KEEP-ALIVE message content

	INFORMATION ELEMENT 
	REFERENCE
	TYPE
	LENGTH

	Message Type
	8.2.2 
	M
	1


8.1.3.y

KEEP-ALIVE COMPLETE

The KEEP-ALIVE COMPLETE message is sent from the BSC to the CBC in response to the KEEP-ALIVE message.

Direction: BSC ( CBC

Table 8.1.3.y.1: KEEP-ALIVE COMPLETE message content

	INFORMATION ELEMENT 
	REFERENCE
	TYPE
	LENGTH

	Message Type
	8.2.2 
	M
	1


The KEEP-ALIVE message may be sent on a “permanently” established TCP connection on which all CBSP messages are sent between the two nodes or it may be sent on a separate TCP connection only aimed for the Keep Alive procedure.
The latter alternative may include setup and release of the TCP connection whenever a Keep Alive procedure is initiated/completed i.e. the complete communication chain including TCP connection setup and release will be verified. When the procedure has finished, either successfully (reception of KEEP-ALIVE COMPLETE message) or unsuccessfully (timer T1 expires in CBC) the TCP connection is released. The next time the Keep Alive procedure is initiated a new TCP connection is established.
However, any of the two alternatives above should be possible, hence the definition of the Keep Alive procedure in TS 48.049 should not exclude any of the two alternatives.
5 Conclusion

It is proposed to include a new CBSP procedure, Keep Alive, in TS 48.049 with the purpose to verify the CBSP communication path between the CBC and the BSC.
A CR proposal is outlined in TDOC G2-100017, ref 4.
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