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MBMS data splitting location

1 Basic Requirement

The basic requirement is for MBMS to make efficient use of radio resources.  From SA2’s point of view this does not necessarily translate into a requirement for both p-t-m and p-t-p.  This has already been discussed and a summary is given below.
1.1 Performance gains of a p-t-p channel
One reason for introducing a p-t-p physical channel is that can use RLC AM to provide a more efficient use of the radio resource.  For example, if there were only a few users in the cell, the most efficient solution would be to use several p-t-p connections over RLC AM with a higher bitrate rather than a costly RLC UM p-t-m solution using a lower bitrate due to lack of acknowledgements and power control. 
However, as the QoS perceived by the end user should not vary according to whether a p-t-p or a p-t-m channel was used, any improvement to the QoS achieved cannot be capitalised upon, making the complexity required to use RLC AM appear to be of little use.
1.2 Uses of a p-t-p channel

A "p-t-p" channel could be used to provide a “post-session repair” service for an MS who has not correctly received the p-t-m transmission or, at the beginning of the session, if a given SDU error rate / bitrate combination cannot be supported on a p-t-m channel.  Neither of these proposals require a tight synchronisation between p-t-p and p-t-m, the provision of which is FFS.  It is clear that these solutions should be considered as part of the MBMS concept, as little new functionality is required and legacy procedures (legacy PDP bearer service) can be used as the basis for a solution.  
The solution of using a legacy PDP context to transmit MBMS data after the end of a session, or to replace a p-t-m session is shown in scenario D of the next section.

2 MBMS data distribution
There are two main issues regarding the data distribution tree to be solved.  The splitting MBMS data onto a p-t-m bearer for each cell is not contested, the division of p-t-m data onto bearers for each cell will be done in the BSS.
The location of the split of the p-t-p bearer can be either in the BSC, in the SGSN or at application level/data source (i.e. BM-SC).  
Splitting MBMS data onto a p-t-p and a p-t-m bearer

· Option 1: In BSC

· Option 2: In SGSN

· Option 3: In BM-SC
Splitting MBMS data onto multiple p-t-p bearers

· Option1: In BSC

· Option 2: In SGSN

· Option 3: In BM-SC

3 Scenarios
3.1 Split in GERAN for all flows
	This scenario is currently the model in RAN, where all flows are split by the RNC and there is a single Iu bearer for all MBMS data to each RNC.  This is the solution that was assumed to be valid for GERAN also, until further investigation showed this to be problematic because of the LLC layer being in the SGSN in A/Gb mode making the resulting MS state ambiguous.
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3.2 SGSN splits into p-t-m and p-t-p
	This scenario was the first step towards incorporating the GERAN architecture into the MBMS concept.  This assumes that two flows can be sent to the BSC, one for p-t-p data and one for p-t-m data.  They may be encoded differently (no ciphering for p-t-m data), but in this scenario the p-t-p flow is still split in the BSC to individual MSs.
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3.3 SGSN splits into p-t-m and multiple p-t-p flows

	This scenario is favoured by some companies as it provides a GERAN specific solution.
	
[image: image3.emf]SGSN

BSS

Splitting onto multiple

p-t-p bearers

Option 2: In SGSN

Splitting onto a p-t-p and a

p-t-m bearer

Option 2: In SGSN

PFC 1

(all p-t-m)

MBMS Data

LLC UM

(p-t-m)

RLC

(p-t-m)

LLC UM

(p-t-p)

LLC UM

(p-t-p)

LLC UM

(p-t-p)

PFC 4

(p-t-p)

PFC 3

(p-t-p)

PFC 2

(p-t-p)

RLC

(p-t-p)

RLC

(p-t-p)

RLC

(p-t-p)

PFC 5

(signalling)

Control

EITHER - New BSS-

SGSN signalling for

decision regarding

p-t-p setup

OR - uplink LLC PDUs sent to SGSN




The ideal location from the GERAN-BSS point of view is within the Core Network (i.e. whether at the BM-SC or the 2G SGSN) which would be transparent to the GERAN.  One of the main concerns is regarding the high peak signalling load for BSC and SGSN at session start. There are two solutions, either all MSs request radio resources to send an LLC frame to the SGSN or the BSS collects/counts notification responses and sends new signalling message to SGSN.
3.3.1 Solution 1: SGSN makes the p-t-p decisions (by collecting LLC PDUs from MSs)
3.3.1.1 Channel Decision

At session start, most MBMS MSs are typically in standby state, the SGSN pages for an MBMS service and then receives a flood of LLC frames from many MSs.  The SGSN has to sort the received (MBMS) LLC frames per cell, perform counting and decide whether to establish for one p-t-m flow or one or more p-t-p flows per cell (without knowing the details of the radio resource availability). 

A similar problem has been discussed in SA2/RAN2 where it was proposed to move all MBMS UEs into PMM Connected for exact counting. It turned out not to be feasible for the same traffic, load and resource reasons as above. The decision taken was for the UTRAN to have the option to move only a small number of UEs into PMM Connected (compared to the total number of MBMS users).
3.3.1.2 Data distribution

Once the decision has been made, the SGSN is then responsible for the division of the MBMS data onto the different p-t-p and p-t-m bearers.  This does not allow the complete reuse of legacy GPRS procedures in the SGSN as the SGSN would receive one unique downlink MBMS data flow from the BM-SC and would then have to: 

1) Decide whether to use p-t-p or p-t-m
2) Replicate flows for every intended p-t-p connection (i.e. replicate buffers, perform different flow control procedures on each flow)

3) Switch from p-t-p to p-t-m for each MS when required (FFS)

3.3.2 Solution 2: BSC makes the p-t-p decisions and informs SGSN (via new signalling)

3.3.2.1 Channel Decision

In this scenario the BSC, upon completing the counting procedure, decides that there are insufficient users to justify the use of a p-t-m bearer and so decides to provide the MBMS service using several p-t-p bearers.  The BSC then indicates to the SGSN that a p-t-p bearer is required for each MS which could be incorporated into the DOWNLOAD_BSS_PFC message.
3.3.2.2 Data distribution

The SGSN has to then split the flow into several p-t-p flows (including PFC) for each MS in the cell. 
There are similar concerns regarding the signalling required at session start as the BSC and SGSN have to establish a large number of PFCs in a short time. If this signalling is distributed over a longer length of time to flatten out the signalling peak, radio resources are wasted as MBMS data transfer can only start when all the radio channels are set up.

The splitting function at the SGSN would be completed under the LLC layer, copying the frame into multiple buffers (One option would be to have one buffer for the P2M bearer and one buffer for each of the P2P bearers; another option have a single shared buffer with pointers as described in TDoc G2-030370).
3.4 Split done at BM-SC (source)
	In this scenario it is assumed that p-t-p flows are used predominantly for post-session repair and are completely under the control of the BM-SC.  There would be little to no synchronisation possible between p-t-m and p-t-p flows, hence this is not a scenario where frequent reconfiguration between bearers is envisaged.
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3.4.1 Advantages compared to scenario in 3.3.
· Maximum reuse of GPRS procedures, up to PDP context 

· No large spike of uplink traffic either on Um or Gb requesting p-t-p resources, p-t-p channels are established only when MS has not received the p-t-m data

· No synchronisation of individual p-t-p flows and p-t-m flows needed (requiring flow control over Gb)

· No new signalling between BSS and SGSN

3.4.2 Disadvantages compared to scenario in 3.3.
· Does not save resources in CN (to SGSN)

· No reconfiguration between p-t-m and p-t-p possible mid-session

4 Conclusions
The split in the SGSN solutions both have slightly different drawbacks, the main one being the extra signalling that is required at session start in both cases.  This has also been considered in the UE linking procedure, and it is believed that the SGSN sending just one message for all MSs joined to a service to the BSS is going to cause a very high traffic load of a profile not currently seen in GERAN (huge bursts of delay-sensitive signalling).
This paper proposes that the SGSN should not perform any split, this avoids modification to SGSN/BSS signalling and the large amount of it that is expected at session start.
The provision of p-t-p bearers for post-session repair should be supported via normal p-t-p PDP bearers with the application in the MS requesting individual (re)transmission from the BM-SC or content provider.  This would be transparent to (GE)RAN and SGSN/GGSN and would not need to be considered in the MBMS bearer service definition in GERAN. 
Therefore the provision of any “p-t-p” bearer would not need to be considered for the definition of the MBMS bearer service support in GERAN.
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