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Introduction

[1] introduces a network sharing scenario called common spectrum network sharing. This scenario enables multiple operators to connect their core networks to a shared UTRAN and provide service via same WCDMA carrier. In this paper, this concept is called a multi-operator core network (MOCN). 

The purpose of this discussion paper is to present the initial registration signalling related issues in MOCN concept.
Discussion

REL-6 UEs know what CN operators are available behind the shared UTRAN because the identities of all CN operators are provided to UEs e.g. over broadcast control channel (BCCH) or by using some other mechanism. However, REL-5 and earlier (pre-REL-6) UEs are not adapted to MOCN. Thus, pre-REL-6 UEs have no means to know that there are multiple core networks connected to the shared UTRAN, rather it behaves exactly as the network was a dedicated network operated by one operator. This leads to the basic principle, that from pre-REL-6 UE point of view the MOCN has to behave in the same way as non-MOCN network.
Initial CN selection

In MOCN, RNC has to select the core network (CN) to which it subsequently routes the initial non-access stratum (NAS) message from the UE. REL-6 UEs could indicate the selected core network to RNC. However, in case of pre-REL-6 UE, RNC does not always have sufficient information available to select a CN which can provide services for the UE even if such CN would be among the CNs connected to the RNC. The reason for not providing service could be e.g. that there is no roaming agreement between the selected CN and users home network. The following figure illustrates what happens if CN which does not have roaming agreement with the users home network is selected and REL-5 protocols (RRC, RANAP, MM, etc.) are used.
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After RRC connection is established, the UE sends Registration Request (e.g. Location Updating Request) to the network in RRC Initial Direct Transfer message. RNC selects a CN to which it forwards the Registration Request in RANAP Initial UE Message. For pre-REL-6 UE the CN is selected based on the Intra Domain NAS Node Selector (IDNNS) information sent by the UE. However, it should be noted that a proper IDNNS is not always available in the Initial UE Message as has been identified during the course of Iu Flex work for REL-5. The selected CN node retrieves the users IMSI (from UE or previous CN node) and finds out that it does not have roaming agreement with the users home PLMN. Subsequently CN rejects registration attempt with e.g. Location Updating Reject message with a cause “PLMN not allowed”. UE inserts the identity of the PLMN (broadcast by RAN) to the list of forbidden PLMNs. The unfortunate consequence is that among the available CNs, there might have been a CN (even home network) which would have been able to provide service for the UE. Thus, a mechanism is needed between UTRAN and the CNs connected to it, which enables forwarding the Initial UE Message from the UE to another CN without UE’s involvement. 

Introduction of rerouting

Rerouting mechanism in Iu interface enables forwarding the requests from UE to another CN if the selected CN can not provide service for the user. Rerouting mechanism is necessary for pre-REL-6 UEs, which are not aware of multiple service providers behind the shared UTRAN and are not able to explicitly indicate the selected core network. The following figure illustrates the basic principle of rerouting.
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In the Figure above, the RNC first routes the registration request to a CN which does not provide service for the user. Subsequently it initiates rerouting by sending “Rerouting Command” to RNC. “Rerouting Command” can be a new RANAP message or extended RANAP Direct Transfer message. The message contains at least the initially received NAS message (e.g. Location Updating Request), but it may additionally contain UE’s IMSI to enable RNC to properly select the core network to which the NAS message should be forwarded. If the “Rerouting command” is based on the extended RANAP Direct Transfer message it contains the normal IEs such as the NAS-PDU with the reject message, plus additional IEs e.g. the initially received NAS message, and additional information (see below in this document) for the RNC to be able to handle the rerouting decision properly.

The rerouting is not visible to the UE, thus from UE point view the registration works as in dedicated networks as illustrated below. It is however important that the total registration procedure including rerouting, is short enough not to affect the MM timers in the UE. 
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Synchronisation of Send Sequence Number in CS domain

UE and CN maintains a send sequence counter which is used to detect duplicate messages from the UE. In MOCN, this counter may become out of synch as illustrated in the figure below.
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In the figure above, UE sends a location updating request message to the network. MSC starts processing the request and it may initiate identification procedure if it can not retrieve users identity from the old MSC. Additionally, MSC typically authenticates the user when it enters an area controlled by a new MSC. UE and CN increment their send sequence counter every time UE sends MM messages to the network. When rerouting takes place, CN node forwards the NAS message UE initially sent to network to another MSC in MOCN. The N(SD) in the initial NAS message (i.e. location updating request) has the value ‘0’. However, the next message sent by UE contains N(SD)=’3’ which causes CN to discard the message.

Another potential problem is associated with the usage authentication vectors. When the first attempted CN node authenticates the user it uses one authentication vector. The old CN node is completely unaware of it, and sends already used authentication vector to the second attempted CN node after the rerouting. Thus, in this case when the second CN node authenticates the user, the authentication fails and the second CN node has to authenticate the user again with fresh authentication vector. 

Following sequence diagram illustrates a potential solution for the above mentioned problems.
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If the initial NAS message is rerouted to another CN, the first CN node inserts the value of the N(SD) in the “Reroute Command” message (i.e. Direct Transfer or new RANAP message). N(SD) is subsequently forwarded to the new CN node in the Initial UE Message. Additionally it may be feasible if the old CN node forwards the unused authentication vectors to the new CN node to avoid authentication with already used vectors.

Roaming rejection in MOCN

It is possible that for some reason none of the operators in MOCN can provide service for a particular UE, which is illustrated in the following figure.
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In the figure above, none of CNs provide service to the user. Each CN initiates rerouting and the RNC ends up in a situation where there are no other CNs available to which NAS message could be routed, thus signalling connection has to be released and there is no meaningful way to indicate to the user at RRC level what has really happened.

There are following two possibities to cope with the above situation:

· RNC indicates to the CN that further rerouting is not allowed which causes CN to process the request and return an appropriate MM/GMM response to UE, or

· CN always processes the MM/GMM registration message and includes the reply message in “Reroute Command” message. If RNC does not forward the Initial NAS message further to another CN, then RNC forwards the response message provided by CN to the UE.

When all the CNs reject the registration request, then some coordination may be desirable in deciding what is the MM/GMM reject cause sent to the UE. As in the figure above, without any coordination reject cause “PLMN not allowed” would be sent to the UE. It is obvious that it would have undesired effects, since the UE would not attempt to perform registration to this MOCN after that. Thus, the subsequently attempted CNs have to know why the previous nodes rejected the registration and take it into account while sending the MM/GMM reject cause to the UE. The following figure illustrates the principle.
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CS & PS rerouting coordination in MOCN

Whenever rerouting takes place RNC has to coordinate that the subsequently attempted CN nodes belong to the same operator core network. Otherwise the UE may end up being registed in different networks for CS and PS services. This issue is illustrated in the figure below.
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In certain situations only the other CN domain may initiate rerouting while the other CN domain accepts the request. This may happen e.g. if there is a roaming agreement only for CS services (but not for PS services), or e.g. network failure occurs in the other CN domain. Since the CN domains independently decide on whether they accept the registration request or not, RNC has to coordinate the rerouting as a whole. This is illustrated in the figure below. (The issue is FFS).


Summary and Conclusions

This contribution identified issues related to the handling of registration signalling in MOCN. Feedback is needed from operators regarding how detailed information related to the causes registration rejection can be transferred between the core networks. 

Proposal

It is proposed that the text in the following chapters is incorporated into the S2 network sharing technical report. It is also proposed that “Open Issues” section is added to the end of the technical report.
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4.1
CN operator and network selection

Editor’s note: Depends on the LS response from RAN2 and GERAN2.

.

4.3
Routing of UE originated initial signalling

In case of pre-REL-6 UE, if the selected core network is not able to serve the UE, the core network may indicate to RNC that the initial NAS message should be forwarded to another core network. 

4.4
Context transfer between CN nodes due to rerouting

In this technical report context transfer refers to the process of transferring NAS information from old CN node to new CN node during rerouting. 

During rerouting a CN node provides the possibility to the RNC to forward the initial NAS message and possibly the NAS reject cause to the next CN node. In addition, the CN node may also forward the current value of N(SD), subscriber’s identity (IMSI), and unused authentication vectors to the next CN node.

5.1
MS functions

In Iu mode the UE selects the core network as described in [2] and provides the identity of the selected core network to the RNC in RRC signalling as described in [3].

Editor’s note: Depends on the LS response from RAN2 and GERAN2.

5.2
RNC functions

The RNC routes the initial NAS signalling messages from REL-6 UE according to the selected core network. The RNC routes the initial NAS signalling messages from pre-REL-6 UE according to the IDNNS provided by UE. 

RNC shall not perform rerouting for REL-6 UEs even if CN initiates rerouting.

RNC shall perform its routing functions including any rerouting in such a way, that the MM timers in the UE is not affected. RNC coordinates that whenever rerouting to another operator’s CN is performed, it is always performed for both domains. RNC coordinates that the selected CS and PS CN nodes always belong to the same operator’s core network.

When RNC knows that there are no CN nodes to which initial NAS message could be rerouted, the RNC may indicate to the last CN node in RANAP Initial UE message that further rerouting is not allowed. The decision for this optimization is for further study.

5.4 MSC functions

5.4.1
TMSI Allocation

[Editor’s note: TMSI allocation related functions are described here. It is anticipated that MOCN sets requirements to TMSI allocation to properly support pre-REL-6 UEs. 

5.4.2
Rerouting

If MSC is not able to provide service to the UE, the MSC provides the initial NAS message to enable the RNC to possibly  forward it to an MSC in another core network. 
MSC may also provide the cause why request was rejected and the current value of N(SD). If MSC has received the reject cause(s) from previously attempted MSCs, they shall be also provided to RNC (this item is FFS). This information shall be transparent to the RNC and if rerouting decision is taken by the RNC it shall forward the information to the next MSC if RNC subsequently selects another MSC. In addition, MSC may provide UE’s IMSI if known and a NAS response message to be forwarded to UE in case RNC does not subsequently select any other MSC. 
5.5
SGSN functions

5.5.1
P-TMSI Allocation

[Editor’s note: P-TMSI allocation related functions are described here. It is anticipated that MOCN sets requirements to P-TMSI allocation to properly support pre-REL-6 UEs. 

5.5.2
Rerouting

If SGSN is not able to provide service to the UE, the SGSN provides the initial NAS message to enable the RNC to possibly forward it to an SGSN in another core network. SGSN may also provide the cause why request was rejected. If SGSN has received the reject cause(s) from previously attempted SGSNs, they shall be also provided to RNC (this item is FFS). This information shall be transparent to the RNC and if rerouting decision is taken by the RNC it shall forward the information to the next SGSN if RNC subsequently selects another SGSN. In addition, SGSN may provide UE’s IMSI if known and a NAS response message to be forwarded to UE in case RNC does not subsequently select any other SGSN.
9
Open Issues

Following open issues have been identified which need further studies:

· Optimisation of authentication vector usage; In case of rerouting, the first attempted CN node may have retrieved authentication vectors from old CN node and authenticated the user before rerouting is initiated. This leads to a situation in which the next CN node authenticates the user with old authentication vectors and the authentication will fail. This could be avoided if the first attempted CN node forwards the unused authentication vectors to the next CN node during rerouting.

· The need for cause code coordination needs to be evaluated. There is a trade off between impact of existing standards and benefit of the function. 

· The network selection mechanisms in MOCN needs to be defined when the LS response from RAN2 and GERAN2 is available.

�PAGE \# "'Page: '#'�'"  �Page: 1��� The roles of responsibility should be that the CN node just passively provides the possibility (and information) for the RNC to reroute. But the decision is up to the RNC what to do. The CN shall be as unaffected as possible of MOCN. We don’t want CN nodes to be aware of other CN networks.





