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Considerations on Service Interruption Time

1 Introduction
Among the issues of essential importance for the conclusion of the enhanced Gb feasibility study, the investigation of the service interruption time that can be achieved with existing methods as well as the service interruption time achievable with PS HOV were identified (see item 6 in GP-022114). This paper therefore aims to address this issue, investigating, in section 2, the minimum service interruption time for NACC procedure; section 3 addresses possible enhancements.

2 
Service Interruption Time During NACC Procedure

Initially the analysis will be focused on the service interruption time during NACC procedure involving an intra-SGSN, intra-BSC cell change.
In the example a DL TBF, for instance conveying a streaming service, is taken into account. The interruption time is defined as the time elapsing from the instant when the data block transmission is stopped in the old cell, up to when the first data block is transmitted in the new cell.
It is assumed that data transmission is stopped when a Packet Cell Change Notification is received and resumed as soon as a DL TBF is re-established in the new cell.

More precisely, the considered assumptions are:

· One Packet Neighbour Cell Data message instance is enough to convey all the required system information (otherwise an extra delay should be added for each additional packet)

· Polling bits are not set in Packet Neighbour Cell Data / Packet Cell Change Continue/Order messages so that no Packet Control Ack is needed

· The MS is able to synchronize to the new cell in zero time, i.e. the MS is able to send a Packet Channel Request in the new cell just after the reception of a Packet Cell Change Continue/Order in the old cell

· An uplink TBF is open when a downlink TBF must be established. Packet Downlink Assignment is sent on PACCH, and no Packet Control Ack is required (or, at least,  Downlink Data Blocks are sent immediately after the assignment, without waiting for acknowledgements)

The analysis is simplified and is focused on the signaling procedures over the air interface. The goal is to find a lower bound for the service interruption time that cannot be exceeded.

The message exchange during NACC without RAU is outlined in figure 1. The corresponding delays are also shown. 
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Figure 1.  Message exchange during NACC without RAU. 

The following assumptions are made:

A cell change within one NSE (or between two NSEs when “Inter-NSE re-routing” is supported) is considered. In this case LLC-PDUs stored at the old BVCI are assumed to be transferred to the new BVCI as soon as the FLUSH-LL message is received, triggering the establishment of a new DL TBF.

Tx = 20 ms in case of single slot allocation, but could be 0 ms in case of multislot allocation

RTT = Round Trip Time, intended as the minimum time to cross the Um & Abis interfaces twice + BTS and PCU processing delays. The actual value is implementation dependent.

Tmst = 40 ms, accounts for the minimum TBF starting time

Ts = SGSN response time (including time to cross the Gb interface twice). This is also implementation dependent (it could also depend on the message type).

Assuming Tx=0, RTT=120 ms and an average Ts of about 50 ms, the total service interruption time for this scenario therefore adds up to 

Total = 2*RTT + 2*Tmst + Ts = 370 ms.

This is obviously a theoretical value which is not reflecting implementation dependent aspects as processing times and transmission delays. It can however be understood as the lower bound that can be achieved by a NACC based cell change.

Additional time delay has to be considered for cell changes including routeing area updates and of course for inter SGSN changes. Depending on the scenario, the service interruption time will therefore vary greatly.

As an example, the message exchange during NACC with RAU is outlined in figure 2. Note that the figure refers to an intra-BSC cell change, but results are the same even in the inter-BSC (still intra-SGSN) scenario. 

In this case the service is considered as resumed when the first DL-UNITDATA with the new TLLI is received at the BSS. A further assumption here is that the SGSN, to speed up the process, initiates the Create BSS PFC procedure before sending the first DL-UNITDATA or, at least, that the BSC starts downlink transfer (using best-effort default ABQP) before the reception of a Create BSS PFC Request. 

With all the previous assumptions (in particular Ts still equal to 50 ms!) the service interruption time is now at least 540 ms.

Finally, in case of inter-SGSN cell changes several extra delays should be taken into account (e.g. due to SGSN Context procedures, Update PDP Context procedures, restart of LLC protocol, etc.), leading to a minimum service interruption time approaching 1 second.
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Figure 2. Message exchange during NACC with RAU. 

3  Enhancements to Existing Cell Change Procedures

When discussing possible enhancements of the existing cell change mechanisms, different scenarios have to be taken into account. Inter-SGSN cell changes are the most critical case, but on the other hand, they are also the least frequent case. The likelihood, that a user will experience intra-SGSN changes is much greater.

In our view, it is worthwhile to investigate optimisations for all scenarios. For instance, to reduce even more the occurrences of inter-SGSN cell changes, the “Gb Flex” proposal outlined in [2] could be further investigated (even though the benefits when using the Gb Flex approach seem highly dependent on the definition of the pool areas).

Though the need for optimisation is most obvious for inter-SGSN cases, it won’t be exploited as often as an optimisation for the other cases described in section 2.

A support of streaming services based on the assumptions in [1] will be feasible for the majority of scenarios. The service interruption time caused by a cell change could be compensated for by the application buffer in the MS.

To further optimise the support of streaming in an enhanced Gb, the following areas of enhancement can be considered:

· Methods to accelerate the message flow required for the cell change 

· Methods to improve the MS access in the target cell and reduce the contention probability

· Reduction of packet loss during cell change

· Optimisation of interworking between cell change and RAU

The work on enhanced Gb should focus on these areas to find optimisation potential for the support of streaming services. Introduction of a PS handover has already been considered as one possible solution. Other methods should not be excluded from the analysis, which could provide a significant improvement step with limited complexity in the direction of an evolved Gb mode.
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