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FACCH/Shared Usage in Uplink
1. Introduction

[1] proposes the use of a new payload type on PDCH to enable the transmission of SRB data on an established TBF, without any need for lengthy TBF establishment. This solution is straightforward in DL. However, in UL the resource allocation is not as straightforward and requires further consideration. 

This paper proposes a way to share uplink resources between URBs and SRBs based on the FACCH/Shared
 proposal. 

2. FACCH/Shared
PT="11" is proposed to be used for identifying FACCH/Shared with CS1-4.

Note that using CS2-4 might not be possible if the TBF runs in EGPRS mode. In fact the LA measurements (and accuracy requirements) are only defined based on MCSs. Therefore, it is suggested to limit the usage of PT="11" to CS1.
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Figure 1. FACCH/Shared  occurences
3. CV handling in case of FACCH / Shared

3.1 Proposals

In order to give enough information to the network for enabling the allocation of sufficient UL resources when needed, the network should be aware of how many RLC blocks remain to be sent by the MS (if possible per QoS class). In GPRS this is done via the Countdown Value (CV). CV value enables the network to allocate the UL resources based on RLC buffer size and allows it to prepare releasing the TBF when all the data has been transmitted. Contrarily to R97/99, in Rel5 the CV procedure does not necessarily lead to the release of a TBF and its UL resources but only indicates approximately the amount of data remaining for transmission in the MS's RLC buffer. In case of multiple TBFs, each TBF would have its own specific CV value(s).

In case we have the proposed stealing mechanism (FACCH/Shared), multiple RLC instances are multiplexed on a single TBF. Consequently, multiple CVs are needed in order to give the network a precise state of the amount of different types of data. If only one CV value is used the network cannot know if there is a significant amount of signalling data or if all the blocks carry normal user plane data. 

3.1.1 Three ways to define CV value

a) a separate CV is calculated as in today's (E)GPRS for each RLC instance
 sharing the TBF and indicated in each corresponding RLC data block. 

b) the CV of the RLC instance belonging to the URB is calculated and indicated in each RLC data block belonging to this URB; and a separate CV value is calculated for signalling data (in below referred as Global_SRB_CV) and used in each RLC data block belonging to any SRB on this TBF. If used, this CV value corresponds to the number of remaining blocks of all the SRBs mapped onto this TBF and hence reflects the total radio resource needs of these SRBs. 

c) a common CV is calculated over all RLC instances sharing the TBF, and the MS reports only this total value (referred below as Global_CV) in each RLC data block of the TBF. 

3.1.2 Mathematical formulation

The following assumes n RLC instances multiplexed on a single TBF (one RLC instance for the URB, n-1 RLC instances for the SRBs):

a) The CV of each RLC instance (RLC instance i, i=1..n) shall be calculated as follows (see 3GPP TS 44.060):
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b) The Global_SRB_CV shall be calculated as follows:

Let integer 
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CVURB, the CV of the URB is calculated as follows:

Let integer 
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c) The Global_CV shall be calculated as follows and included in each RLC data block 

Let integer 
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Where:

· TBC=total number of RLC data blocks that will be transmitted in the active period of the RLC instance

· BSN'=absolute BSN of the RLC data block, with range from 0 to (TBC-1)

· NTS=number of timeslots assigned to the UL TBF in the assignment message, with range 1 to 8

· BS_CV_MAX is a parameter broadcast in the system information and represents the round-trip delay between peer RLC entities

· Round() rounds upwards to the nearest integer

3.1.3 Example how to define the CV value

Figure 2 presents an example where a TBF is shared by user plane bearer and signalling radio bearers. At some point in time there are three normal data blocks in the MS buffer. In addition there are two blocks from SRB1 and two blocks from SRB2.
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Figure 2 Example of CV definition

The three approaches how to define the CV value end up to the following results.

Definition a) CV1 (URB) = 3, CV2 (SRB1)=2 and CV3(SRB2)=2.

Definition b) CV1 (URB) = 3, Global_SRB_CV (SRB1+SRB2)=4.

Definition C) Global_CV (URB+SRB1+SRB2)=7.

3.1.4 Comparison of the alternatives

Alternative a) allows the network to get more knowledge of the needed resources per RB (URB and SRB), as the CV remains associated to each RB. It also enables to detect the last RLC data block (as today, with CV=0) of an active period of an RLC instance. The disadvantage of this scheme is that there may be some SRBs that wait for transmission and remain unnoticed until they are actually transmitted. For example, if the MS has 3 blocks from SRB2 and 10 blocks from SRB3 the network would discover that the total number of blocks that needs to be stolen from the URB is 13 only after sending the SRB2 blocks and starting transmitting SRB3 blocks.

Alternative b) allows the network to get the knowledge of the needed resources for signalling data in general (all the SRBs at once, not giving any information on the relative proportion of different SRBs), versus the ones needed for the URB. This reflects accurately the needs of the MS as whenever it sends blocks carrying SRBs, network knows the total number of blocks that needs to be stolen from the URB and hence is able to compensate the stolen capacity by increasing resource allocation.

Alternative c) allows the network to consider the radio resources of the TBF as a whole, but prevents it to acquire any knowledge of the amount of resources to allocate to the SRBs. 

Based on the pros and cons listed above, alternative b) is considered as the best option.

3.2 Identification of the "CVs"

In order to determine what type of CV is included, the following rules should apply depending on the 3 cases described above (preferred option in bold):

Case
PT
CV

a)
00
The CV belongs to the URB identified by TFI. CV calculated as in today's (E)GPRS


11
The CV belongs to the SRB identified by SRBid. CV calculated as in today's GPRS

b)
00
The CV belongs to the URB identified by TFI. CV calculated as in today's (E)GPRS


11
The CV is the Global_SRB_CV, common to all the SRBs on the TBF. Global_SRB_CV calculated as shown above.

c)
00
The CV is the Global_CV


11


4. UpLink Scheduling in the MS

[2] proposes a mobile scheduling policy for multiple TBFs sharing the same UL resources (allocated via USF). The proposal is based on assigning a guaranteed bitrate for each RB and scheduling UL resources based on the assigned guaranteed bitrates. The higher the guaranteed bitrate the more often UL resources are scheduled for the RB. In case there is no data to be sent from a particular RB other RBs will use the allocated resources. 

One of the problems with the proposal is that in order to provide low delay delivery of signalling messages a significant amount of capacity must be reserved for the SRBs. However, the amount of signalling traffic is relatively small and most of the time there would not be anything to send. This means that a major part of the capacity would be used by the URBs and the actual resources used by the URBs would be much higher than the guaranteed bitrate assigned for them. This kind of resource sharing policy may easily lead to over allocation of the resources (or if the guaranteed bitrate of the URB is set below what is really needed it may happen that URB stalls when there is a burst of SRB traffic to be sent). Another issue is that the proposed resource allocation is based on only guaranteed bitrate and not at all on other QoS parameters or traffic classes. 

It is recognized that if the UL scheduling is standardized the scheme should be simple. In principle guaranteed bitrate based scheduling could be used within URBs which belong to the same traffic class with similar delay requirements. However, for SRBs FACCH/shared approach is considered a better approach. This way guaranteed bitrate can be defined to reflect more closely the actual needs of the SRBs. Also in this case, the network should allocate some extra capacity for the SRBs. However, the extra capacity can be lower because SRBs steal the URBs whenever there is signalling data to be sent (no problems with delay like if scheduling frequency is defined based on guaranteed bitrate). In order to avoid stalling the URB there should be restrictions on how much capacity can be stolen from a URB for transmission of FACCH shared blocks. 

As an improvement of the FACCH shared approach it is proposed to indicate the amount of SRB data left in the MS buffer with CV values. With this information the network is continuously aware of the amount of SRB data that needs to be sent by stealing the FACCH shared blocks from the URB TBF. Network can compensate the stolen capacity by increasing the resource allocations for the URB. It is further proposed that FACCH shared stealing should not be possible in case of delay sensitive, mainly conversational, traffic.

One more open issue remains and that is how to prioritize traffic from different traffic classes. Absolute priority is one option but that leads easily to stalling the transmission of the lower priority data. This could be avoided by allocating different traffic classes into TBFs assigned to different USFs. However, from multiplexing point of view it may be preferable, at least in some cases, to multiplex more flows into one USF. In that case, a simple priority based allocation could be used. 

5. Conclusion

This document has discussed uplink scheduling and resource allocation. It is proposed to use rather FACCH shared approach for SRB transmission than define scheduling intervals based on guaranteed bitrate. Priority or guaranteed bitrate based scheduling can be used for URBs as long as the delay requirements are not tight. It is proposed that FACCH shared should not be used in case of conversational traffic but in that case a separate TBF would be allocated
.
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� PACCH' in � REF _Ref524170575 \r \h ��[1]�


� To each RLC instance is associated a given RB.


� Notice that this is a simplified example where it has been assumed that the data is in constant sized blocks in the MS buffer. The real values would be defined according to the given formulas.


� Alternatively stealing restrictions should be tighter.
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