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Introduction
[bookmark: _GoBack]This document provides text on the C-UNB candidate solution for inclusion in section 7.4 of the Technical Report 45.820 revision 1.4.0.
The proposed text describes the network capacity evaluation of the C-UNB solution.
This pCR is a revision of pCR GP-150698.
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For network capacity evaluation, the present document sets assumptions on traffic model and MS density and encourages using simulation tools for capacity evaluation. In the present contribution, network capacity is evaluated with an analytical model of the C-UNB radio access technology. Considering the simplicity of the C-UNB RAT, we propose to consider these results to be realistic enough to get preliminary results on the capacity. More detailed results based on simulation model are FFS.

Traffic model
In the present study, the traffic model per MS is defined with two parameters: the number of MAR per day and the distribution of the MAR size.

The number of MAR per day is defined with for values of the inter-arrival time. As there is always a large number of MS in a given cell, we propose to evaluate the network capacity with one "mean type" of MS, implementing a "mean value" of inter-arrival time (i.e. an average number of MAR per day). Table 7.4.6.6 gives the value used in the C-UNB analytical model.

Table 7.4.6.6: Average # of MAR per day used in C-UNB capacity analysis
	ratio
	inter-arrival
time
	equivalent
number of
MAR per day
	average number of MAR per day

	40%
	1 day
	1
	
11,2

	40%
	2 hours
	12
	

	15%
	1 hour
	24
	

	5%
	30mn
	48
	




In the present study, the second parameter for defining the traffic model is the size of application data carried by MARs. This size is defined as a Pareto distribution with min value of 20 bytes, max value of 200 bytes and a coefficient of 2.5. This formula is quite complex to evaluate in an analytical model, such as the one we use in C-UNB. Therefore we propose to split the calculation in four parts and made a weighted average at the end:
use four different values of MAR sizes,
evaluate the network capacity with these four MAR sizes
make a weighted average of rough capacity results with the Pareto ratios.

As there is a full decade between min and max values of the application data size, we propose to define the MAR size with a log scale. The four MAR sizes and corresponding Pareto's ratios are given in table 7.4.6.7.

Table 7.4.6.7: MAR sizes and corresponding Pareto ratios
used in network capacity evaluation
	index
	MAR size (in bytes)
	Pareto ratio

	1
	20
	0,833

	2
	40
	0,147

	5
	100
	0,015

	10
	200
	0,005




Coverage
Annex E hereunder defines hexagonal tiles for the cellular coverage and the cell site distance of tri-sectorized BTS (see figure 7.4.6.3). In common cellular system, a MS is attached to a given sector; hence the network capacity is evaluated per sector that is hexagon shape.
In the case of C-UNB, the cooperative reception feature requires an MS to be seen by several base stations. In our capacity evaluation, we have enlarged the coverage of a given sector up to the next BTS. Each sector has a diamond shape (see figure 7.4.6.4) giving three overlaps per sector.

[image: ]
Figure 7.4.6.3: Cell site sector area definition (from [6])


[image: ]
Figure 7.4.6.4: C-UNB sector definition (a: theoritical; b: used in analytical model)

MAR segmentation assumption
The present study defines two protocol overheads (65 bytes normal and 29 bytes compressed) for the MARs. As a matter of fact, protocols overheads can be omitted over the C-UNB RAT because they can be generated by MS avatars hosted in C-UNB server (see architecture subclauses above). Nevertheless, capacity evaluation is given with and without headers for the sake of comparison.
As MAC-PDUs have limited payload size in C-UNB, table 7.4.6.8 details the number of segments and MAC-PDU size for three assumptions on the header size: 65, 29 and 0 bytes.

Table 7.4.6.8: segmentation with various headers (all size in bytes)
	Assumption
	Data size
	Application packet size
	Segmentation
	Number and size of MAC-PDUs

	full header of 65 bytes
	20
	85
	3x29
	3x 46,5

	
	40
	105
	4x27
	4x 44,5

	
	100
	165
	6x28
	6x 45,5

	
	200
	265
	9x30
	9x 47,5

	compressed header of 29 bytes
	20
	49
	2x25
	2x 42,5

	
	40
	69
	3x23
	3x 40,5

	
	100
	129
	5x26
	5x 43,5

	
	200
	229
	8x29
	8x 46,5

	header not transmitted over the air
	20
	20
	1x20
	1x 37,5

	
	40
	40
	2x20
	2x 37,5

	
	100
	100
	4x25
	4x 42,5

	
	200
	200
	7x29
	8x 46,5




Other assumptions
The present study defines other assumptions for the capacity evaluation, such as the ratio of MS transmitting MAR and receiving network command, the protocol overheads and the system level assumptions (annex D).
The specific features of C-UNB radio access technology allow us to simplify some of the assumptions without going against the objectives of the study. The extra assumptions made in the present contribution are:
network capacity is mainly limited by uplink and not by downlink in C-UNB
propagation loss and building penetration loss have no impact on the network capacity because base station can cope with highly dynamic signals.

Results
Table 7.4.6.9 gives the maximum capacity of a C-UNB network defined as a number of MSs per sector. These figures are computed with:
 a repetition rate (i.e. blind repetition) of 2 PHY-PDU per MAC-PDU
 a link-level retransmission rate of 10% due to the BLER.

Table 7.4.6.9: C-UNB capacity (preliminary results from analytical model)
	Header
	Max number of MS per sector

	full size, 65 bytes
	21 460

	compressed, 29 bytes
	34 640

	not over the air, 0 byte
	75 900



These preliminary results, given by analytical model of the C-UNB RAT, show that the required capacity (i.e. 52 547 MSs per sector) is exceeded when transmission over the air interface is optimized, that is to say, when protocol overhead is not transmitted over the air, but managed by the MS avatars located in the C-UNB server. Capacity evaluation based on simulation tools is FFS.
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