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Traffic Models for Cellular IoT part 2

1. Traffic Models for System Capacity Analysis
Neul: To avoid excessive complexity in system simulations and the likelihood that results become hard to interpret because too many different factors are being modelled within a single simulation, we propose that the traffic model is used within four distinct and largely non-overlapping forms of analysis:

· Capacity evaluation. This would be based on system simulations, using the Mobile Autonomous Periodic reporting and Network Triggered reporting cases. Note that latency analysis is considered separately, see below. We agree with Ericsson’s previous feedback that the Mobile Autonomous Exception reporting can be eliminated from system simulation because it creates a very small contribution to loading (minimum reporting interval is proposed as 1 month) while introducing some complexity to the system simulation due to the very long reporting intervals.
[Vodafone]  We are OK with this proposal. It would be helpful to analyse the latency experienced by periodic reports as this will give us an indication of what to expect for exception reporting in a ‘loaded’ situation. 

· Latency analysis. This would be based on analytical calculations showing message sequences to complete a transaction and corresponding latency contributions. The analysis will include Mobile Autonomous Exception reporting as well as other types of reporting. This analysis can be repeated for different packet sizes (e.g. 2 sizes) and different coverage levels (e.g. 3 coverage levels, using SINR results from link level simulations) to provide an array of results without complex inter-dependencies with system level simulation assumptions.  

· Battery life analysis. This would be based on analytical calculations showing message sequences to complete a transaction and corresponding energy contributions. This analysis can be repeated for different reporting intervals (e.g. 2 reporting intervals), different coverage levels (e.g. 3 coverage levels, using SINR results from link level simulations) and different packet sizes (e.g. 2 packet sizes) to provide an array of results without complex inter-dependencies with system level simulation assumptions. 

· Software updates. Because this is a very different use-case from normal reporting scenarios, we propose that this analysis is considered within a separate system simulation to obtain estimates of software update capacity. This is in order to ensure clear and transparent results given that the assumptions regarding software update size/frequency could have a large bearing on whether software updates represent a small or large contribution to overall network loading. For example, this approach could yield the result that with stated assumptions for update size and update frequency, a particular percentage of total system capacity would be required by software updates.  
	What to model ( for information based on agreement at Telco#5)
	It was agreed in Telco#5 that we need to model the following:

Mobile Autonomous reporting

a. Exception reporting (e.g. alarms and failure notifications with low latency requirement) 
b. Periodic reporting (e.g. smart meter reading and sensor reports). RACH is expected for sending the report. 

Neul: we think that a proportion of periodic reporting can be done using pre-negotiated, periodic scheduling of resource allocations without requiring RACH. We suggest allowing flexibility for solutions to adopt a combination of RACH and pre-negotiated resource with stated assumptions.

[Vodafone] agree that this is a possibility. This raises another question of whether we need to make an assumption of what percentage of devices would need RACH in the system e.g. 80% RACH, 20% no RACH , for example?
2) Network Triggered Reporting (e.g. energization status message, Consumer messaging etc.)

3) DL Data Transmission

a.  This is a model for software updates/software reconfigurations

b. The model excludes DL commands for Network Triggered Reporting and ACKs for Mobile Autonomous Reporting



	Mobile Autonomous reporting
	Exception reporting (e.g. alarms and failure notifications)
1) Application payload size, A = constant at 20 bytes or according to distribution? 
Vodafone way forward proposal:

We are OK to use a distribution of payload sizes for exception reporting which is same as for MAR (periodic) and NTR for simplicity (see below) as long as the maximum payload size is 200 bytes.

Comments

[Ericsson] Ok
2) Header overhead ( between Application and above equivalent of SNDCP) = H bytes (refer to Section 4)

3) Total packet size above equivalent of SNDCP layer (P) = A+H bytes. ( Huawei and TR 36.888: 80 bytes)
4)  traffic inter-arrival time  = exponentially distributed with mean = 1month, 1 year ( Huawei and TR36.888)

Vodafone way forward proposal:

Keep traffic inter-arrival time as proposed by Huawei i.e. 1 month, 1 year but use the value to work out how many exception reports need to be generated during simulated system run time. 
Distribution: 1 month (50%), 1 year (50%)

How to simulate such a rare event?

If we have N devices per cell, with a fraction P of devices generating exception reporting with mean time period T, we expect N*P exception reports every time T. If the simulated system run time is Ts, the number of devices that generate an exception reporting during simulation run, Ne = N*P*(Ts/T).  

For simulation purposes, we can then either have Ne events (e.g. uniformly distributed) of one device generating an exception report or if we assume a batch generation, we can assume B events of Ne/B devices generating an exception report at the same time. B is FFS
Could this be a way to capture the rare event of exception reporting?
Comments

Neul: Given that only 20% of Mobile autonomous reporting is proposed to be for Exception reporting, and the Exception reporting interval is very long (at least one month), we suggest this case is eliminated from the system capacity modelling. However, it would be retained for latency analysis.

[Vodafone] Ok with the Neul proposal as long as we can capture latency experienced by periodic reports.
[Ericsson] P = 0.2, N = 0.8*52500, T= 1 month=2592000sec

P*N= 8320 devices, => arrival rate of P*N/T=0.0032 arrivals/sec
Ts = 1800 sec => less than 6 exception reports in 30 min?  

This is a way to model Exception reporting but as we pointed out earlier, it won’t contribute to any load in the system and could easily be evaluated by a CDF for the regular MAR

In order to get statistics for, e.g., 100 reports we would with the above reasoning need  450 min simulation time – this is not realistic.  How to deal with that? 

Do we need to simulate a DL ACK for the exception reporting?

Comments
Neul: not relevant if exception reporting is eliminated from capacity analysis, but otherwise DL ACK should be included (effect on network capacity will be tiny due to the very long reporting interval of at least 1 month).

[Vodafone] Ok with the Neul proposal
[Ericsson]: We believe that this is important to simulate in order to get the complete picture.  Even if we use UDP, the application layer protocol will require and ACK to be sent. 



	Mobile Autonomous Reporting
	Periodic Reporting (e.g. smart meter readings, sensor reports )
1) Application payload size 

a. Minimum application payload size = 20 bytes (WA from Telco#4)

b. Maximum application payload size = 200 bytes?
Is 200 bytes acceptable?

Comments
Neul: OK (note that we expect any solution to support larger packets, so this maximum payload size is simply for the purpose of capacity modelling)

Huawei: OK with 200 bytes. 

[Ericsson]: We are OK with this. For practical reasons a cut-off is need in simulations. For the proposed parameters (see below) this corresponds to the 99.5 percentile. 
c. Distribution of application payload size
Working assumption: Distribution is skewed towards small application payload sizes with 50% of packets < 50 bytes.

Huawei: OK in principle.
[Ericsson]: OK in principle
Distribution is heavy tailed and modelled as a Pareto distribution. The parameter ‘alpha’ of the Pareto distribution is FFS. 
Huawei: No intention to exclude Pareto, but we are also fine with the proposal from Vodafone (i.e. proposal 1a, “Application Payload size distribution model for Cellular IoT”, CIoT telco#4). If there is a concrete proposal for Pareto on the table, then we can compare the two and pick one from them. Otherwise we prefer to just agree to the Vodafone proposal.

Comments
Ericsson] Below is a figure with two Pareto distributions one with alpha = 2.5 and Xm = 20Byte, => mean of 33 bytes and Std = 30 bytes (Blue curve), and one with same Xm but with alpha = 0.8(Red, Mean and Variance not finite/defined for this Alpha).  
The red curve has a median just below 50 Bytes but is not very heavy tailed. The Blue curve has a median of 30 Bytes which also fulfils the 50% of packets < 50 bytes but is also more heavy-tailed. We propose the parameters corresponding to the blue curve.
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2) Header overhead ( between Application and above equivalent of SNDCP) = H bytes (refer to Section 4)

3) Total packet size above PHY (P) = A+H bytes.
4) Traffic periodic inter-arrival time = 2 hours, 1 day (from Huawei and TR 36.888)

a. Do we need an exponential distribution or just assume a constant periodicity?

Agreement from Telco#5: A set of fixed inter-arrival times for periodic reporting should be defined and a percentage of devices assigned to each interval for simulation purposes. 

[Vodafone proposal] : what intervals  to simulate:

30 mins, 2 hour, 1 day 
or do we need the following?

30 mins, 1 hour, 2 hour, 6 hour, 12 hours,  1 day
Comments

Neul: We prefer the Vodafone proposal of just 3 reporting intervals in the interests of simplicity (the traffic model is already getting very complex, and we think that further sub-divisions do not necessarily add more accuracy) 

Huawei: We wonder whether we really need to simulate the mix of intervals. The benefit of fixing the interval in one simulation run is that we can observe the impacts of intervals to the system performance (by comparing simulation results of different intervals). This is however not possible if a mix of interval is assumed. More importantly, it is very hard to find a “realistic” mix, and even if the one proposed below is realistic in one network, we don’t know what happens to the system if the mix changes in another network.
[Ericsson] We propose periodicities of once per day, four times per day and 24 times per day, our proposal is based on [1], [2] and [3].
We do however agree with Huawei´s comment that it is hard to find realistic mix. In the end we need to agree on the arrival rates into the simulations.
What is the distribution among devices?

Distribution: 30 mins (10%), 2 hour (45%), 1 day (45%) 
[Ericsson]: This results in a RACH load of 5.13  arrivals/sec for the MAR contribution to the overall load. 

or 

30 mins (5%), 1 hour (5%),  2 hour (25%), 6 hour (20%), 12 hour(20%), 24 hour (25%)?
[Ericsson]: This results in a RACH load of 3.92 arrivals/sec for the MAR contribution to the overall load. 

Comments

Neul: We think that the distribution should have a significant percentage of devices at lower reporting intervals because many sensors (e.g. car parking bay sensors, temperature sensors, etc.) are likely to generate reports multiple times per hour. We suggest: 30 mins (20%), 2 hrs (40%), 1 day (40%). 

[Vodafone] We need to understand the implications on the RACH capacity of supporting 20% devices with 30 mins reporting periodicity.  We also observe that 2hr reporting might be more common (than even what we have suggested above) considering that devices may be doing periodic updates every 2 hours.

Huawei: See above.
[Ericsson] We propose a distribution of 20% once per day, 60% four times per day and 20% 24 times per day, see above comment and see [1], [2]and [3].  

With the same assumptions for the NTR model and the agreed  80/20 split we arrive at an arrival rate on the RACH channels of 4.5 access/sec and 0.9 pages/sec on the PCH. 

Do we need to simulate a DL ACK for the periodic reporting?

Comments
Neul: Yes

[Vodafone] Yes

[Ericsson]: We believe that this is important to simulate in order to get the complete picture.  Even if we use UDP, the application protocol will require and ACK to be sent. 



	1) Network Triggered reporting [NTR] (e.g. energization status message, Consumer messaging etc.)


	1) Trigger command application payload size = constant at 20 bytes?
Working assumption: DL command is 20 bytes. 
2) Response Application payload size (A)

a. Minimum application payload size = 20 bytes
 Working assumption: minimum payload size = 20 bytes.
b. Maximum application payload size = 200 bytes?
Vodafone proposal: Can we confirm 200 bytes as maximum or do we need to have a higher value?
[Ericsson]: OK

c. Distribution of application payload size

Working assumption: Distribution is skewed towards small application payload sizes with 50% of packets < 50 bytes.
Huawei: See comments on mobile autonomous reporting.
[Ericsson] See comments on MAR
Distribution is heavy tailed and modelled as a Pareto distribution. The parameter ‘alpha’ of the Pareto distribution is FFS. 

Comments

Neul: OK for 20 byte DL command, and 20 to 200 bytes uplink response with the skew distribution proposed above.

Huawei: See comments on mobile autonomous reporting.
[Ericsson] See comments on MAR

3) Header overhead ( between Application and above equivalent of SNDCP) = H bytes (FFS)

4) Total packet size above PHY (P) = A+H bytes.
5) Traffic periodic inter-arrival time = 1 day, 1 Month (from Huawei and TR 36.888)

a. Do we need an exponential distribution or just assume a constant periodicity?
Working assumption: A set of constant periodicity is sufficient

What is the set of periodicity for NTR?

Vodafone Proposal: 2 hour, 1 day, 1 month
Comments

Neul: Do you mean 30mins, 2 hrs, 1 day for consistency with your next comment about distribution of periodicities? We would be OK with that. We believe that a small percentage of applications will require more frequent interactions with a device than every 2 hrs.

[Vodafone]  We meant 2hr, 1 day, 1 month.  Sorry for confusion. We do not disagree that 30 mins periodicity can be a possible requirement for network to reach UE but we need to discuss whether paging is the right mechanism to trigger the UE to report (considering the paging load this will create).
[Ericsson] We propose to use the same periodicities as MAR, see above, our understanding is that we agreed to not use a distribution for arrival times.
What is the distribution of periodicity?

Vodafone proposal: 2hour (20%), 1 day (75%), 30 mins (5%) 
[Vodafone]:   Our intention was to propose: 2 hour (20%), 1 day (75%), 1 month (5%). However, considering the possibility that network might only want to page UE when it wakes up to do periodic updates e.g. every 2 hours,  we might need to revisit this split.
Comments
Neul: OK

Huawei: See comments on mobile autonomous reporting.

[Ericsson] We propose to use the same as for MAR, see above
Do we need to simulate a DL ACK for the NTR reporting?

Comments
Neul: Both DL and UL data needs to be ACK’ed, so UL ACK for the command, DL ACK for the response.

[Vodafone] Ok with the Neul proposal.

[Ericsson]: We believe that this is important to simulate in order to get the complete picture.  Even if we use UDP, the application protocol will require and ACK to be sent. 



	DL Data Transmission (e.g. Software configuration) (FFS if needed)
	Neul: Please see introductory remarks at the start of this document where we propose keeping Software update / reconfiguration modelling separate from “normal” types of reporting in the interests of a tractable and transparent evaluation. This might allow significant simplification of this set of simulation assumptions, which seem to us to be getting unnecessarily complicated and not necessarily adding accuracy since they are based on so many assumptions.
5)  Application payload size 

a. Minimum application payload size = 20 bytes or higher?
Vodafone proposal: The minimum is related to expected size of software reconfigurations for CIoT. Can we assume 200 bytes?

b. Maximum application payload size = 200 bytes or 2000 bytes or 20000 bytes or even more!?
[Vodafone proposal]: Is 2000 bytes a sensible maximum?
Comments
Neul: OK with Vodafone proposals
Distribution of application payload size (A)

 Vodafone comment and proposal:

If we assume a minimum packet size of 200 bytes, we can probably still use Pareto distribution with parameter ‘ alpha’ that results in 50% packets <1000 bytes? 
Comments
Neul: OK with Vodafone proposal for the purpose of capacity modelling. 
6) Header overhead ( between Application and above equivalent of SNDCP) = H bytes (refer to Section 4)

7) Total packet size above PHY (P) = A+H bytes.
8) Traffic periodic inter-arrival time = 6 month, 1 year?
a. Do we need an exponential distribution for this case also?
[Vodafone proposal]: It is sufficient to assume the set of periodicities with which DL transmissions occur and the distribution of those periodicities. If we assume software updates will tend to arise in batches e.g. update all meters within 24/48 hours or security updates for all devices of an application, the event itself may be triggered every 6 months or more but when it happens it might mean that a batch of devices in the cell will have to do DL transmission over 24 hours or 48 hours.
Proposal for periodicity: 6 months, 1 year

Distribution of periodicity: 6 months (25%), 1 year (75%)

Software update period, Tu = 24 hrs.

 How do we model such long periods in simulation runs? 

For DL transmissions, it might be desirable to make an assumption of how many independent applications are running in the system e.g. 100, 1000?

Comments

Neul: Please can we keep this simple. We propose assuming software updates are required every 6 months and not complicate this further. 

[Vodafone] We are OK to assume 6  months periodicity.
Let’s assume there are Y independent applications. On average a batch size is N/Y, where N is the number of devices per cell.

If there are N devices per cell distributed among Y applications, we can expect Y*(Ts/T) update events every simulation run, where Ts is the system simulation time and T is the update period. 

When each event is generated e.g. uniformly over the simulation run, the number devices per batch, NB, can either be taken as a constant value of N/Y or normally distributed with mean N/Y (with maximum of e.g. 2*N/Y), for example. 

The DL transmission for the NB devices is then uniformly distributed over update period, Tu, and generated until the end of the simulation. 

Example

N = 50000 devices

Y = 1000 applications

Ts = 24 hr

T = 6 months

Average number of devices per batch = N/Y = 50;

Number of events in simulation = 1000* (24/24*30*6) = 5.5

5 events are uniformly distributed over Ts i.e. once every 4.8 hrs

When event is triggered, generate DL transmissions for N/Y devices (uniformly distributed over Tu hrs) i.e. 50 devices each generate a DL transmission every 0.48 hrs.  It is out of scope how the system would uniformly distribute the DL transmissions among all devices and avoid peaks of DL transmissions. 

Comments

Neul: This may not be the best way of simulating this scenario, since it makes a few assumptions. We propose that the software update modelling is performed as a separate analysis from the normal reporting modelling. Perhaps we can simply restate the purpose of this analysis as determining what percentage of the system capacity would be required to support software updates every 6 months assuming N devices in the cell and a packet size distribution. 

[Vodafone] Ok with the Neul proposal
Neul: Should we state that software update modelling assumes unicast transmissions (as opposed to multicast/broadcast), which I think was the agreement from Telco #5?

[Vodafone] agree that simulations should be done assuming unicast and this needs to be clear.
Do we need to simulate a UL ACK for the DL transmission?

Neul: Yes, in fact an UL ACK is required for each fragment of the software update, assuming long messages are fragmented into smaller packets/bursts for over-the-air transmission

	What percentage of devices generate one or more types of traffic?
	Vodafone proposal:

Mobile Autonomous reporting (80%)
a. Exception reporting (e.g. alarms and failure notifications) (20% of 80% )
b. Periodic reporting (e.g. smart meter reading and sensor reports) (80% of 80%)? 
Network Triggered Reporting (e.g. energization status message, Consumer messaging etc.) (20%)

All MAR and NTR devices may generate DL transmission at some point. 
Comments
Neul: OK with 80% Mobile Autonomous, 20% Network Triggered. As previously stated, we propose that Exception reporting is excluded from capacity analysis for simplicity in which case no breakdown of Mobile autonomous reporting is required. We also propose that Software update capacity is considered separately from the normal Reporting capacity for the reasons given previously. 

[Ericsson]   Ok. We need however agree on how often the devices generate exception reports in order to evaluate impact on system.


2. Traffic Models for Battery Consumption Analysis

Vodafone proposal: 

WA1: Assume constant application payload size of either 20 bytes or 80 bytes.

Ericsson:  Using fixed size may lead to sub-optimization of MCS and payload sizes. Why not evaluate the battery consumption based on agreed distributions and plot CDFs? 
[Vodafone] battery consumption is a ‘per UE characteristic’. It seems fair to assume that if a sensor generates a small packet (e.g. to indicate a measurement), then it will most of the time (if not always) generate the same packet size. Hence a distribution does not seem relevant for the battery consumption analysis. We could analyse the battery consumption for different packet size options though. 
Proposed Way forward

Can we assume different constant payload sizes e.g. 20, 40, 80 and 200 bytes and calculate battery life for those different packet sizes?
Comments

Neul: Basically OK with proposed way forward from Vodafone, but please can we simply to just two payload sizes: 20 bytes and 80 bytes as stated in the proposed text for WA1 in the interests of simplicity (note: we do not believe this simplification benefits any candidate solution, we just want to avoid too many different cases).

[Ericsson]: This is better.   We still feel that it could be possible to evaluate battery life time based on the agreed distributions and target more than 10 years battery life time for packet sizes below the 95 percentile for reporting every 2 hours and for all coverage classes (including devices in normal/good coverage) If this cannot be met for all coverage classes then it would be interesting to see how many years that could be achieved or alternatively the periodicity needed to meet the 10 year battery life time target.   

WA2: Assume periodic reporting of 2 hours and 1 day with constant inter-arrival time.

Ericsson:  Please clarify. Does this mean 20 bytes every 2 hours and 80 bytes once per day? Or something different?

[Vodafone] This means one evaluation with 20 bytes every 2 hours, one evaluation with 20 bytes every day, one evaluation with 80 bytes every 2 hrs and once evaluation with 80 bytes every day. 

Comments

Neul: OK with proposed text for WA2.

Neul: We propose that this analysis is repeated for 3 different coupling loss values: 144 dB, 154 dB and 164 dB (corresponding to 0 dB, 10 dB and 20 dB coverage enhancement versus legacy GPRS). This will mean that the overall results from the battery life analysis will be a 2 x 2 x 3 array of results, corresponding to the 2 packet sizes, 2 reporting intervals and 3 coverage levels. This approach results in a transparent analysis of battery life as a function of packet size, reporting interval, and coverage level, which relies on link level simulation results but is decoupled from many of the more complex system simulation assumptions. 

In other words, we complete a table of this form with the achievable battery life values:

	Payload size, reporting interval
	Loss = 144 dB
	Loss = 154 dB
	Loss = 164 dB

	20 bytes, 2 hrs
	
	
	

	80 bytes, 2 hrs
	
	
	

	20 bytes, 1 day
	
	
	

	80 bytes, 1 day
	
	
	


[Vodafone] Ok with the Neul proposal
3. Latency characterisation for Traffic models

Neul: Please see introductory remarks at start of this document for keeping latency analysis separate from capacity analysis. 
	Mobile Autonomous Reporting (Exception reporting)
	Latency definition (Vodafone proposal)

-Latency target should exclude SI reading (as this is generally not required). 

-Latency target includes the time for UE to synchronise to the network

-Latency includes the time for an access attempt e.g. RACH and the time for resource allocation.
[Ericsson] : We assume that a flag will be used to indicate exception report in RACH message.

-Latency should assume some pre-existing context or optimised signalling to establish that context. 

-Latency target values assume that no retransmissions due to failed receptions are required, and assume that the network loading is according to background load generated by MAR (periodic), NTR and DL transmissions.  
[Ericsson] : We would prefer a CDF for the latency and a target of 10 sec and the e.g the 95 percentile and also to include retransmissions (including RACH and AGCH). Otherwise a system could be designed with a BLER of e.g 90 % and still meet latency target!!!

-The latency target for a packet size of 80 bytes with a 160bps data rate (above equivalent of SNDCP layer) is 10s. It is recognised that 10s latency may not be achievable if UE has to setup a context from scratch.
[Ericsson] : See above. 

-For higher packet sizes, the latency requirement will be a function of the packet size and the data rate at the equivalent of the SNDCP layer in addition to synchronisation time, time for RACH and time to receive resource allocation.  

-It is desirable to assess the latency in different coverage conditions e.g. GPRS+0dB, GPRS+10dB and GPRS+20 dB for this traffic type.

-A CDF of latency is useful for different packet size options e.g.  80 bytes, 160 bytes, 240 bytes?

-CDFs may be generated for different packet sizes and under different coverage conditions.

Comments

Neul: We are OK with this except that we propose that the CDF suggestion is simplified to an array of results rather similar to the proposed battery life analysis. So the results of the evaluation would be a 2 x 3 array of results corresponding to 2 packet sizes (e.g. 80 bytes and 160 bytes, where the 80 bytes packet size corresponds to 20 bytes of application payload and is the case that corresponds to the 10 sec latency target) and 3 coupling loss values (144 dB, 154 dB and 164 dB, corresponding to 0 dB, 10 dB and 20 dB coverage enhancement versus legacy GPRS). This approach results in a transparent analysis of latency as a function of packet size and coverage level, which relies on link level simulation results but is decoupled from complex system simulation assumptions.

In other words, we complete a table of this form with achievable latency values:

Packet size
Loss = 144 dB

Loss = 154 dB

Loss = 164 dB

80 bytes

160 bytes

[Vodafone] Ok with the Neul proposal
Huawei: The latency defined above seems to be sensible more in analytic methods than in system simulations?
[Ericsson] : So latency will be = time for sync+ time for RACH procedure + time for AGCH procedure + time to transmit and ack data on PDCH.  The sum of the three last terms should be derived using system simulations. The first term may be modelled once it has been agreed how to design the synchronization channels for each solution. 



	Mobile Autonomous Reporting (Periodic reporting)
	Vodafone proposal:

If application expects an ACK to the periodic reporting, then we may need to have a latency target for periodic reporting, but perhaps not as strict as exception reporting e.g. 1 minute? 

Even if there is no ACK, there should probably be a latency target to ensure that devices do not need to stay awake for a very long time to make their transmission (thereby wasting energy).  Is 1 minute sensible?

Comments

Neul: This seems redundant if we can agree that latency analysis is performed separately from system simulations. This is because the limiting case for latency is Exception reporting. We have no problem with 1 minute in principle, but it seems an unnecessary additional evaluation case.

[Vodafone] We are ok to not have a 1 minute target but it would be useful to understand the latency distribution for periodic reporting to evaluate that reports are being delivered within sensible times (even though there  is no strict delay target).

[Ericsson]: We suggest to leave this FFS for now. Let’s get started with evaluations first.  Staying awake 1 minute for a device to wait for the ACK is really long time and will have implications on battery life time.

	Network Triggered Reporting
	Latency definition

-Latency target assumes the transmission time of an 80 bytes DL command (4s)

--Latency target excludes the time for paging.

-Latency includes the time for an access attempt e.g. RACH and time for resource allocation. 

-Latency target assumes that there is some pre-existing context in the UE and BS or optimised signalling is used to establish the context. It is recognised that 10s latency may not be possible if UE and BS have to setup a context from scratch.

-The latency values assume that no retransmissions due to failed receptions are required, and assume that the network loading is according to background load generated by MAR (periodic), NTR and DL transmissions.  

- The latency target for an UL response packet of size 80 bytes (including time to receive the command) is 10s at a data rate of 160bps (above equivalent of SNDCP layer). 

-For higher packet sizes, the latency requirement will be a function of the packet size and the data rate at the equivalent of the SNDCP layer in addition to the time to receive command, time for RACH and time to receive resource allocation for UL transmission.  

-It is desirable to assess the latency in different coverage conditions e.g. GPRS+0dB, GPRS+10dB and GPRS+20 dB for this traffic type.

-A CDF of latency is useful for different packet size options e.g.  80 bytes, 160 bytes, 240 bytes? 

-CDF of latency may be generated for different packet sizes and under different coverage conditions.

Comments
Neul: We are OK with this except that we propose that the CDF suggestion is simplified to an array of results rather similar to the proposed battery life analysis. So the results of the evaluation would be a 2 x 3 array of results corresponding to 2 packet sizes (e.g. 80 bytes and 160 bytes, where the 80 bytes packet size corresponds to 20 bytes of application payload) and 3 coupling loss values (144 dB.. 154 dB and 164 dB, corresponding to 0 dB, 10 dB and 20 dB coverage enhancement versus legacy GPRS). This approach results in a transparent analysis of latency as a function of packet size and coverage level, which relies on link level simulation results but is decoupled from complex system simulation assumptions.

In other words, we complete a table of this form with achievable latency values:

Packet size
Loss = 144 dB

Loss = 154 dB

Loss = 164 dB

80 bytes

160 bytes

[Vodafone] Ok with the Neul proposal
[Ericsson] :See comments  for MAR. 



	DL Transmission
	Vodafone proposal:

In order to prevent battery drain, it is expected that DL transmissions should happen within a reasonable time e.g. 10 minutes? (equals 12 Kbytes at 160 bps)

It is desirable to assess the latency in different coverage conditions e.g. GPRS+0dB, GPRS+10dB and GPRS+20 dB for this traffic type.

Comments
Neul: As an observation, it doesn’t follow that latency equates to battery life, because the transmission of a software update may not be continuous in time (perhaps to avoid blocking other, more latency critical, traffic). However, we are OK with evaluating the typical latency of a software update of a certain size (e.g. 2000 bytes) under the 3 different coverage levels.

In other words, we complete a table of this form with achievable latency values:

Update size
Loss = 144 dB

Loss = 154 dB

Loss = 164 dB

2000 bytes

[Vodafone] Ok with the Neul proposal


4. Header Overhead estimation

The working assumption from Telco#4 is that we should aim to define a constant header overhead between application layer and above equivalent of SNDCP layer.

4.1 M2M Stack  options

4.1.1 Option 1

Neul: We are OK with 60 bytes of assumed overhead for system capacity / latency analysis, and 40 bytes of assumed overhead for battery life analysis.
	
	Range of header size (bytes)
	Proposed header size (Bytes)

	Application Layer
	
	

	CoAP
	13-29
Ericsson:  Please clarify how this is overhead is calculated. In RFC7252 section 3 it is stated “CoAP messages are encoded in a simple binary format.  The message format starts with a fixed-size 4-byte header.  This is followed by a variable-length Token value, which can be between 0 and 8 bytes long.
u-blox: Section 5.3.1 of the RFC points out that tokens may be up to 8 bytes long so that "nontrivial randomised tokens" can be used for security when DTLS is not used.  8 byte tokens may be used by an application anyway if the server end is designed for large numbers of clients.  8 bytes is a safe assumption.  There is always the payload marker which is one byte "0xFF".  This gives 13 bytes, and It is wise to assume that some options will be included, for which an assumption of 7 bytes is suggested, thus 20 bytes total.
	20?

[Vodafone] OK

[Ericsson]: See comment on overhead. 
Vodafone

Can we assume 20 bytes?
[Ericsson] Still not clear to us as the minimum header size is 4 bytes.  When using DTLS do we need the other fields?  Are optimizations possible?

	DTLS
	13
	WA: 13



	UDP
	8
	WA:8



	IP
	2-40

What are the assumptions for IP header compression?
	IP (FFS)
[Vodafone]

Assume an average of 20 bytes for system capacity evaluation purposes, unless we have more concrete evaluations about actual performance of compression techniques to be used for CIoT
Assume a minimum IP header size of 2 bytes of battery life estimation on the basis that applications requiring very long battery life will require the maximum possible reduction in header overhead. 

[Ericsson]: Not clear why 2 bytes can’t be assumed for capacity evaluations as well since compression context may be kept by both the SGSN and the MS: Need more time to confirm this. 
u-blox: agree that probably ways to maintain compression context will be possible though may not be conventional.  Suggest that for simulation purposes an intermediate value of 4 bytes is assumed, absent any firm proposals for compression method.
[Vodafone] If we assume that we will have an efficient compression technique in place that can reduce the IP overhead to the minimum then assuming 2 bytes or 4 bytes is OK. The reason for suggesting the average is that it is not yet clear what compression efficiency we can get for CIoT.

Can we assume 4 bytes for IP header overhead?

[Ericsson]  OK.

	Equivalent of SNDCP
	
	?

	Total overhead
	
	41+ IP?

[Vodafone] If assumptions of IP header size options are agreed we can probably assume header size of 60bytes for system capacity evaluation and header size of 40 bytes for battery life estimation?

What is the total overhead? 

Neul: We are OK with 60 bytes of assumed overhead for system capacity / latency analysis, and 40 bytes of assumed overhead for battery life analysis


4.1.2 Other options?
Summary of Discussions and proposed way forward
WA1:  We need to define four different Traffic models:

1) Mobile Autonomous Reporting (Exception reports) with downlink ACK

2) Mobile Autonomous Reporting (Periodic reporting) with  downlink ACK

3) Network Triggered Reporting with downlink ACK

4) Downlink Transmission with uplink ACK(s)

Mobile Autonomous Reporting (Exception Reporting) [MAR exception]
WA2:  Application payload size for MAR exception is 20 bytes

WA3: Traffic inter-arrival time = exponentially distributed with mean = 1month, 1 year. 
Mobile Autonomous Reporting (MAR Periodic reporting)

WA4:  Application payload size for MAR periodic:

Pareto distribution with shape parameter alpha = 2.5 and Xm = 20 bytes with a cut off of 200 bytes
Periodic inter-arrival time
The following have been proposed by different companies

Neul: 30 mins (20%), 2 hrs (40%), 1 day (40%).

Ericsson: 1 hr (20%), 6 hr(60%), 1 day (20%)

Vodafone: 30 mins (10%), 2 hour (45%), 1 day (45%)

 There seems to be common view that 1 day is a natural periodicity
Vodafone commented that 2 hr reporting might be common if we consider that devices do periodic updates  every 2 hrs

Neul commented that 30 mins (or low periodicities) can be common for sensor applications like car parking bays etc. 

Neul commented that we should restrict to 3 intervals and Vodafone observed that if we have a high percentage of devices doing 30 mins reporting this may create a significant RACH load.
Possible way forward:  1 day (40%), 2 hr (40%), 1hr (20%)

WA5: Split of periodicity for MAR periodic is :  1 day (30%), 2 hr (40%), 1hr(30%) (TBC)
Network Triggered Reporting (NTR)
WA6: Size of DL command = 20 bytes

WA7: distribution of application payload same as WA4 for MAR periodic

WA8: Periodic inter-arrival time distribution is same as for MAR periodic (WA5)

DL ACK size for UL reporting

WA8: DL ACK size for MAR exception, MAR periodic and NTR is 20 bytes (TBC)
DL Transmission

Proposal:

WA9: Minimum application payload size = 200bytes (TBC)
WA10: Maximum application payload size = 2000 bytes (TBC)
WA11: Distribution is Pareto distribution with shape parameter alpha = FFS and Xm = 200 bytes with a cut off of 2000 bytes (TBC)
WA12:  each DL transmission has one UL ACK with 20 bytes payload (application level) following complete DL transmission but there may be several radio layer UL ACKs due to segmentation at MAC layer (TBC)
Header Overhead above equivalent of SNDCP layer

WA13: Protocol stack above equivalent of SNDCP layer is COAP/DTLS/UDP/IP

WA14: COAP overhead: 20 bytes or less(TBC)
WA15: DTLS: 13 Bytes

WA16: UDP: 8 bytes

WA17: IP: 4 bytes
Use of Traffic Models

a) System Capacity Evaluation

Which traffic models do we use?

WA18: Only MAR periodic and Network Triggered Reporting (NTR) are used of system capacity analysis (TBC)
WA18.1: Split of devices between MAR periodic and NTR is MAR periodic (80%) and NTR (20%)

WA18.2: Each MAR periodic report and NTR report generates a DL ACK (20 bytes payload from WA8 +header overhead as per WA 13-17)

WA19: MAR Exception reporting is not used for system capacity evaluation (TBC)
WA20: DL transmission is not used for system capacity evaluation (TBC)
b) Latency analysis 
Vodafone Proposal: Latency distribution for delivery of MAR periodic, NTR and DL ACK should be performed as part of system capacity evaluation to understand what latency packets of different sizes experience in the system under normal load.
Neul Proposal: Perform analytical calculations considering message sequences, message sizes and a set of coverage conditions. 

Proposed way forward: 

WA21: latency analysis is done for MAR periodic, NTR and DL ACK as part of system capacity evaluation (TBC)
WA21.1: Latency definition for MAR periodic is as follows (TBC)
1) Latency excludes SI reading (as this is generally not required). 

2) Latency includes the time for UE to synchronise to the network

3) Latency includes the time for an access attempt e.g. RACH and the time for resource allocation 

4) Latency excludes time to set up a context (assume some pre-existing context or optimised signalling to establish that context)

5) Latency includes time to successfully transmit UL packet.
                 WA 21.1.1: Assume only 80% of devices performing MAR periodic require RACH and 20% do not require RACH ( Neul proposal) (TBC)
WA21.2: Latency definition for NTR is as follows (TBC)
- Latency includes the transmission time of a DL command (with payload size of 20 bytes + header overhead according to WA13-17)

-Latency excludes the time for paging.

-Latency includes the time for an access attempt e.g. RACH and time for resource allocation. 

- Latency excludes time to set up a context (assumes that there is some pre-existing context in the UE and BS or optimised signalling is used to establish the context)
                 WA 21.2.1: Assume only 80% of devices performing MAR periodic require RACH and 20% do not require RACH ( Neul proposal)?

WA21.3: Latency definition for DL ACK is as follows (TBC)
-Latency includes time for a DL resource allocation once DL ACK is received at BS from application server.
-Latency includes times for MS to receive DL ACK
WA22: Based on the assumption that exception reporting traffic will be prioritised in the system and hence will not suffer from queuing delay, we can use the analytical method to calculate expected latency for 20 bytes Exception reporting (WA2) and different coverage conditions : GPRS+0dB, GPRS+10 dB, GPRS+20 dB (TBC)
c) DL transmission Capacity evaluation 
WA23: DL transmission traffic model (WA9-12) is the only model used for DL transmission capacity evaluation [Neul proposal] (TBC)
WA24: DL Transmission inter-arrival time = 6 months (TBC)
WA25: percentage of devices generating DL transmission = 100% (TBC)
WA25.1: Assume DL transmission is uniformly distributed over time (TBC)

WA26: Analysis is done in terms of latency distribution for DL transmission and UL ACK reception at BS(TBC)
WA27: Latency definition for DL transmission is as follows: (TBC)
1) Latency includes time for paging?

2) Latency includes time for a DL allocation

3) Latency includes time for UE to receive the DL packet

WA27: Latency definition for UL ACK DL transmission is as follows: (TBC)
1) Latency includes time for a UL allocation

2) Latency includes time for MS to complete UL ACK transmission (application level ACK)
d) Battery Life analysis
WA28: Battery life analysis is based on analytical evaluations

WA29: The following application payload sizes are assumed: 20 bytes, 80 bytes, 200 bytes (TBC)
WA30: The following periods are assumed for transmission: 2 hour, 1 day (TBC)
WA31: repeat analysis for 3 coverage levels: GPRS +0 dB (144 dB), GPRS+10 dB (154 dB), GPRS+20 dB (164 dB) (Neul proposal) (TBC)
	Payload size, reporting interval
	Loss = 144 dB
	Loss = 154 dB
	Loss = 164 dB
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	80 bytes, 2 hrs
	
	
	

	200bytes, 2 hrs
	
	
	

	20 bytes, 1 day
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	200 bytes, 1 day
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