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Architecture Discussion for Cellular IoT
Introduction
A new radio access solution [1] named as NB M2M is proposed to be applied in the future M2M service to accommodate massive MTC devices. To provide a complete end-to-end solution, it’s necessary to describe the whole architecture for the NB M2M access for further evaluation.
Considering the backward compatibility, it would be better to reuse existing architecture of core network. Two existing architectures for 3GPP accesses are Gb-SGSN [2] based and S1-MME [3] based. They are separately used for GERAN and E-UTRAN access. As a new radio access solution, NB M2M can reuse either of the architectures as showed in Figure 1 and 2.

 
Figure 1 General Gb based architecture for NB M2M accesses 



Figure 2 General S1 based architecture for NB M2M accesses 
To justify the selection of the architecture, four perspectives are addressed in this contribution:
· Signalling Overhead
· Energy consumption
· Security 
· Evolution trend for Core network.
Architecture design and Overhead analysis
Gb based architecture
Principle introduction
As showed in Figure 1, the M2M terminal will access to the network via NB M2M radio network. The NB M2M Base Station (BS) appears to the core network as a GERAN Base Station Subsystem (BSS), which provides Base Station Subsystem GPRS Protocol (BSSGP) services on the Gb interface. The High-Level Functions between MS and SGSN are kept the same with legacy ones as defined in [2]. Especially as the current GPRS system provides the security mechanism in LLC Layer, NB M2M access will also implement security function at LLC layer.
Another thing worth to highlight here is that the Temporary Logical Link Identifier (TLLI) should be carried in each UL/DL PDU to identify the M2M terminals since Gb interface is connectionless, and this should be reflected in the NB M2M MAC layer design.
Protocol stack
The protocol stack for the NB M2M access in the Gb based architecture is supposed to be similar to General GPRS Architecture. The only difference is in the access part as showed in Figure 3 and 4. For NB M2M access the RLC layer has been removed in the stack to simplify the structure for M2M application. 
Some important functions of RLC layer have been integrated into MAC layer instead, such as ARQ which will be replaced by HARQ in MAC layer [4] and the segmentation and reassemble of LLC PDU can also be done in MAC layer. 
User Plane


Figure 3 User Plane based on Gb interface
Control Plane


Figure 4 Control Plane based on Gb interface
Signalling flow
Attach and PDP context activation
To avoid much changes on SGSN, the M2M terminal should perform the Gb-mode GPRS attach and PDP context activation procedures [5] for registration and subsequent services.
A general Attach and PDP context activation procedures with signalling flow is shown in A.1. The NAS signalling are transmitted as a Data block on the allocated radio resource which is scheduled by DCI [4].
Data transmission
After Attach and PDP activation, if there is user data arrival, random access procedure will be triggered for data transmission. The M2M terminals will complete the data transmission on the scheduled radio resource by BS. A general data transmission procedure is shown in A.2.
Based on the NB M2M MAC PDU design in [4], a payload of 80 bytes at the top of SNDCP [17] can be packed into one MAC PDU. The extra signalling overhead and data overhead for the transmission are as listed in table 1. 
Table 1 Total overhead for transmission 80 Bytes UL data 
	Overhead for signaling (Bytes)
	SNDCP
Note 1
	LLC
Note 1
	MAC
Note 2

	Name
	content
	
	
	

	Random access request
	random number for access
	-
	-
	7

	Random access response
	UE specific ID allocation
	-
	-
	9

	 Radio resource Release
	RR cause
	-
	-
	3

	Overhead for Data (Bytes)
	4
	6
	2 +4 Note3

	Total UL
	23

	Total DL
	12


Note 1: Reuse the GPRS design in [6]
Note 2: NB M2M design in [4]
Note 3: the additional 4 bytes is the valid TLLI which will be used in the Gb Interface [7] to identify the M2M terminal between BS and SGSN.
S1 based architecture
Principle introduction 
As showed in Figure 2, Evolved Packet Core involves MME, Serving GW (SGW), PDN GW (PGW) and other network elements [2]and the UE will separately connect to control plane (e.g. MME) and user plane (e.g. SGW) in EPC. Consequently, for E-UTRAN access, the Singling Radio Bearer (SRB) and Data Radio Bearer (DRB) are established separately and used to transmit the signalling and Data respectively [8].
When the NB M2M access is applied, the Base Station appears to the core network as eNodeB and is responsible for the connection by means of the S1 interface to the EPC. Meanwhile, the BS should allocate corresponding SRB and DRB in the radio interface as S1 interface is connection-oriented and therefore requires an overall connection management.
Protocol stack
User Plane
The Figure 5 below shows the proposed protocol stacks for the user-plane when the NB M2M access is applied. These are the protocols implementing the actual Radio Access Bearer service, i.e. carrying user data through the access stratum.
Compared with E-UTRAN in the user plane, the RLC layer is removed and the related functions will be performed by MAC. The PDCP layer and above are the same with legacy E-UTRAN as defined in [3].
The protocols between BS and SGW will reuse the mechanism defined in [10].

 
Figure 5 User Plane based on S1 interface
Control Plane
The Figure 6 shows the protocols for controlling the Radio Access Bearers and the connection between the M2M terminal and the network from different aspects (including requesting the service, controlling different transmission resources etc.). Also a mechanism for transparent transfer of NAS messages is included. 
Compared with E-UTRAN in the control plane, the RLC layer is removed and the related functions will be performed by MAC. The PDCP layer and above are the same with legacy E-UTRAN as defined in [3]. The protocols between BS and MME will reuse the mechanism defined in [10].


Figure 6 Control Plane based on S1 interface
Signalling
Attach procedure for EPS services
Via NB M2M access, the M2M terminals attach to EPC for EPS services [11]. The signalling flow of attach procedure is shown in A.4. Several procedures are combined with the attach procedure [11]:
1) PDP context activation and default EPS bearer establishment
2) Authentication: mutual authentication is performed between the M2M terminals and MME
3) NAS security: establish a NAS security association between the M2M terminals and MME to protect the further NAS signalling messages. 
4) AS security: The MME triggers the RRC level AS security mode command procedure by sending the security parameters to the BS. This enables ciphering of the User Plane traffic and integrity protection of the RRC signalling.
Data Transmission
After the attach procedure, the M2M terminal keeps registered. If there is any data to transmit, a Random access procedure [4] is initiated in the default radio resource SRB0. And the subsequent RRC connection setup procedure is used to configure the SRB1 for the RRC signalling.
After receiving initial UE context request from MME, which includes the EPS bearer QoS configuration and AS Security configuration, the BS will activate the AS ciphering by sending security mode command via SRB1 and reconfigure a DRB for data transmission. When the reconfiguration is completed, a reliable data bearer from end to end has been ready for the data transmission. 
The signalling overhead and data overhead during data transmission are listed in table 2.
Table 2: Total overhead for transmission 80 Bytes UL data 
	Overhead for signaling (Bytes)
	RRC
Note 1
	PDCP 
Note 2
	MAC 
Note 3

	Name
	Content 
	
	
	

	Random access request
	random number for access
	-
	-
	7

	Random access response
	UE specific ID allocation
	-
	-
	9

	RRC connection request
	Includes UE id and  cause
	6
	-
	3

	RRC connection setup
	Only configure SRB1
	2
	-
	3

	RRC connection setup complete
	Includes RRC IE overhead and NAS PDU
	8
	5
	3

	security mode command 
	　
	2
	5
	3

	security mode complete 
	　
	1
	5
	3

	RRC connection reconfiguration 
	Only configure one DRB
	9
	5
	3

	RRC connection reconfiguration complete 
	　
	1
	5
	3

	RRC connection release
	No redirection configuration.
	3
	5
	3

	Overhead for Data (Bytes)
	-
	2
	2

	Total UL
	54

	Total DL
	52


Note 1: Reuse the LTE design in [13]
Note 2: Reuse the LTE design in [12]
Note 3: NB M2M design in [4]
Optimization of S1 based architecture
1.1.1 Principle introduction 
Signalling overhead as a key issue for MTC data transmission has been identified and studied in RAN Rel-12. In TR 23.887[14], it’s been disclose to use of pre-established NAS security context to transfer the IP packet as NAS signalling without establishing RRC security.
In LTE, the current data transfer procedures require the use of the Service Request procedure. This entails the download of the RRC security context to the eNB and the establishment of the radio bearers. If all these transmissions can be merged into one, the radio resource utilisation will be improved evidently.
Such a Data over NAS optimization can be used while NB M2M is for access. 
1.1.2 Protocol stack
The protocol stack is same as section 2.2.2. 
1.1.3 Signalling 
A M2M terminal supporting Data over NAS will indicate the capability to the MME when registration. Once there is user data arrival, the M2M terminal will request the RRC connection in the default SRB0 and piggyback the user data in the RRC connection setup complete message. The signalling flow is figured in A.5 and the overhead is listed in table 3. 
Table 3: signalling overhead for optimized LTE message sequence
	Overhead for signaling (Bytes)
	RRC
Note 1
	PDCP 
Note 2
	MAC 
Note 3

	Name
	Content 
	
	
	

	Random access request
	random number for access
	-
	-
	7

	Random access response
	UE specific ID allocation
	-
	-
	9

	RRC connection request
	Includes UE id and  cause
	6
	-
	3

	RRC connection setup
	Only configure SRB1
	2
	-
	3

	RRC connection setup complete
	Includes RRC IE overhead and NAS PDU including user Data
	8
	5
	3

	RRC connection release
	No redirection configuration.
	3
	5
	3

	Overhead for Data (Bytes)
	-
	-
	-

	Total UL
	32

	Total DL
	25


Note 1: Reuse the LTE design in [13]
Note 2: Reuse the LTE design in [12]
Note 3: NB M2M design in [4]
Summary
According to table 1 and 2, the S1 based architecture has significant overhead compared with the Gb based one. In Gb based architecture, the RRC connection procedures are avoided as it is relatively connectionless, and, the user plane and signaling messages are encrypted at the SGSN, not in the RAN side.
However, optimizations can be done in the S1 based architecture as shown in table 3. In the Data over NAS solution, the AS security and DRB configuration are avoided and the data is piggyback with signaling message, which has reduced the overhead obviously and is closer to the one for Gb based architecture. 
It is also worth mentioning that the main drawback of such overhead is potentially consuming more energy consumption from the mobile side, and this will be further discussed at next section. Besides this, no other significant drawbacks are foreseen for the additional overhead from S1 interface.
Energy consumption 
Metric for energy consumption calculation during data transmission
The Energy consumption can be calculated by E = Voltage * Current * Time. During data transmission, it includes the Energy consumption for Transmitting (ETX), the Energy consumption for Receiving (ERX) and the Energy consumption for sleeping (ESleeping). The corresponding voltage and currents are listed in table 4 which are proposed in [16]. It is observed that the TX current is 6 times of RX’s and 36000 times of sleep current. That means the UL Signalling and Data transmission is the key point for Energy consumption.
Table 4: typical value for data transmission
	Voltage(V)
	Currents (mA) in different states

	
	Tx current (@23 dBm)
	Rx current
	sleep current

	3.3
	180
	30
	0.005


The currents transaction during the data transmission is showed in Figure 7. In NB M2M access, the UL/DL radio resource is scheduled by DCI. The M2M terminal should keep monitoring the valid DCI until complementation of the data transmission. It’s indicated in the DCI the allocated UL/DL radio resource from the starting to ending. When the TX/RX action is finished, the M2M terminal can go to sleep before the next valid DCI coming.


Figure 7 Currents transactions during data transmission
The calculation of the time is listed in table 5.
Table 5: time calculation for data transmission
	TX/RX time
	TX/RX Data/signalling length / Data Rate Note

	Sleeping time
	If the TX/RX time is less than the DCI interval
	Time DCI interval–Time DCI – Time TX/RX 

	
	If the TX/RX time is more than one DCI interval
	(INT (Time TX/RX/(Time DCI interval -Time DCI)) +1 )* Time DCI interval – Time TX/RX

	DCI time
	Length of DCI burst


Note: It’s an ideal calculation for TX/RX time where the size of data/signalling is matched with the frame structure. 
As proposed in [15], the minimum net data rate required for PHY layer is 200bps. It is supposed to be the data rate for the extended coverage.
The DCI interval is semi-persistent configured. For the extended coverage, it can be 5120 ms as proposed in [1].
The DCI burst contains two parts, fixed-length part and followed by variable-length part. To simplify the calculation, only fixed-length part is taken into account, which is 960 ms for the extended coverage [1]. 
Summary
According to the metric in section 3.1, major energy consumption for data transmission in extended coverage can be evaluated as in table 6, where the consumption for measurement in the connected mode is not yet taken into account. 
Table 6: energy consumption for one data packet (80 bytes) transmission in extended coverage
	　
	Time (s)
	Total Overhead
(Bytes)
	Total Energy consumption
(mJ)

	
	TX 
	RX Note
	Sleep
	
	

	Gb based architecture 
	4.24
	4.2
	8
	35.00 
	2935.68 

	Legacy S1 based architecture 
	5.36
	12.64
	34.6
	106.00 
	4440.91 

	Optimized S1 based architecture (data over NAS)
	4.48
	6.76
	15.76
	57
	3332.96 


Note: DCI monitoring is taken as RX.
Observation 1: even the total overhead of legacy S1 based architecture is about 3 times of the one of Gb based, the energy consumption is just 1.5 times of the one of Gb based. 
Observation 2: the energy consumption in the optimized S1 based architecture is comparable with the one Gb based. 
Security
For the security related, S1 based architecture is much safer to that is Gb as integrity protection and more advanced encryption algorithm are used. Comparison is listed in table 7.
Table 7 Security comparisons over S1 based architecture and Gb based
	　
	S1  
	Gb  

	Mutual authentication  
	Yes  
	Optional [note]  

	Integrity protection  
	Yes  
	No  

	encryption
	Key length  
	128/256 bits  
	64 bits  

	
	    Industry ready 
	Ready for supporting 256 bits 
	Not ready to support GEA4 (both MS and network are not supported) 

	
	 Impact to CN product  
	none 
	Hardware modification is required to adopt GEA4


Note: Mutual Authentication is supported only when a USIM is inserted and R99+ network is used.
The two significant differences between Gb and S1 interface are:
· Integrity protection supported in S1 interface. 
This function can prevent NAS message from modification and impersonation attack and this will be a very important function in some markets where encryption is disabled 
· More advance encryption algorithm supported in S1 interface.
It is well known that GEA1 ciphering for SGSN has been cracked and now is forbidden to be used. Of course we can use GEA4 to enhance the GPRS security robustness, however this will lead to hardware impact on SGSN and today few operators are willing to paying for it. Also in our investigation although GEA4 is specified in 3GPP, the industry is not ready to support it, i.e. no terminal or network vendor have declared to support it and it would take a very long time to make test cases and verify it.
Besides these two points, mutual authentication is another uncertain point. Although specifications have already supported mutual authentication for 2G SGSN, in implementation there are still a lot of pseudo base stations in China market, which indicates that mutual authentication is not so widely used. In short, if Gb interface is selected, more efforts are needed to get equivalent security protection than LTE.
Evolution trend of Core Network 
Nowadays explosive growth in both traffic and signalling creates new requirements on capacity and reliability. To meet these requirements, LTE core network, such as MME, is designed to provide larger capacity and higher performance. One example is that MME would have no limitation on NAS message handling while SGSN has, which will cause unnecessary issues on the whole system design and is not good for forward compatibility (note that the rSRVCC UE capability issue has been discussed for a very long time).
Also it is obvious that the deployment of MME will become the mainstream of core network. If S1based architecture is applied in M2M service, the operators only need to maintain one CN product for all services. While on the other hand, more and more operators are not willing to paying efforts on maintaining 2G core network as 2G might quit from the market in the near future and even some operators have already closed 2G services. In such a case, upgrades of 2G core network are not beneficial for a long-term development for a good eco-system. 
Therefore, from the view of sourcing company, the S1 based architecture is a better option.  
Proposal and Conclusion 
According to the discussion above, it’s concluded that
· Although the Gb based architecture has less overhead than the S1 based architecture in data transmission, this does not lead to more energy consumption. Especially when further optimization is allowed, the energy consumption of S1 based architecture is comparable with the one of Gb based.
· Regarding the security aspect, S1 based architecture is more robust since the advanced ciphering algorithm and integrity protection; and if GPRS is selected the SGSN has to implement hardware upgrades but still cannot support integrity protection.
· The S1 based architecture is better for the way of evolving core network.
Consequently, it is proposed from the sourcing company to apply the S1 based architecture in the NB M2M access.
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Annex: Signalling flow
A.1 Attach and PDP activation procedure via Gb interface


A.2 Data transmission procedure via Gb interface


A.3 attach procedure via S1 interface


A.4 Data transmission via S1 interface


	
A.5 Data over NAS via S1 interface 
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