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Traffic model for Cellular IoT
1 Introduction
At GERAN#62 a new SI was approved to study Cellular System Support for Ultra Low Complexity and Low Throughput Internet of Things [1] wherein it was suggested that Annex A of TR36.888 v12.0.0 (“Study on provision of low-cost Machine Type Communications (MTC) User Equipments (UEs) based on LTE”) [2] should be used as a baseline to derive traffic models for Cellular IoT.This contribution proposes a traffic model following the suggestion in [1].

This document is an update of [3], taking into account the comments raised in Cellular IoT telco#1 and captured in [4]. Changes since [3] have been highlighted in yellow. 
2 Proposed traffic model for Cellular IoT

The following text proposal is based on Annex A of TR36.888 v12.0.0 [2] with change marks to indicate the proposed changes.
Annex A:

Traffic model for Cellular IoT
Traffic characteristics may be required for cost analysis for comparing features of an MTC UE set against the environment in which the device is expected to work. A traffic model is valuable when it comes to other aspects of the analysis that are within the scope of the study item, particularly relating to the quantification of number of MTC devices and power consumption.  


For reference, the three scenarios/use cases below are useful.
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A. Network triggered reporting between base station and Wide Area Network (WAN) module; 80 bytes at the (equivalent of) SAP to the SNDCP layer for command (Downlink) & 80 bytes at the (equivalent of) SAP to the SNDCP layer for response (uplink) with a latency of 10 seconds from command sent from eNB to response received by eNB. 10 seconds of round trip latency is shared between downlink and uplink message with frequency of daily to monthly. Example use case: Energization status message, Consumer messaging.

B. Exception reporting by WAN module; Report (Uplink) could be 80 bytes at the (equivalent of) SAP to the SNDCP layer with latency of 4 seconds from event at the WAN module. Example use case: Meter alerts (Tamper, fire) etc. with frequency of daily to monthly

C. Periodic reports or Keep alive; 80 bytes (Uplink) at the (equivalent of) SAP to the SNDCP layer and not sensitive to latency with frequency of every second hour or daily. Example use case: Power (Kw), Volume (gas e.g. m3 ), Micro generation read, update of sensor status, etc. with frequency of every second hour or daily.
For reference, numbers of smart meters assuming household density from London [5] census data are shown below, with the modification to use 40 low throughput devices (rather than 3) within a home[1].

London:

	Case
	Household Density per Sq km
	ISD (m) 
	Number of device within a home 
	Number of devices within a cell 

	Dense Urban
	[4275]
	[500]m
	40
	[12341]

	Urban
	[1517]
	[1732]m
	40
	[52547]



	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


A.1
Cellular IoT Traffic model/characteristics regular reporting

Table A.1: UL regular reporting traffic characteristics for Cellular IoT
	Use cases
	UL interval
	Packet (bytes)
	Mobility

	No mobility
	2 hours, 1 day


	80
	Static,

Pedestrian (optional, no seamless handover requirement)

	
	

	
	


* Traffic model for battery life estimation should be based on the no mobility regular reporting case in Table A.1.
A.2
 Cellular IoT Traffic model/characteristics triggered reporting

Below is a generic traffic model modeling both UL and DL. 

Table A.2 – MTC traffic model

	Traffic model parameter (UL and DL)
	Value

	Traffic volume size (Triggered)
	80bytes uplink ,80bytes downlink

	Traffic inter-arrival time (Triggered)
	Exponential: Mean = 1 day*


* It should be noted from Table A.2 that the values for ‘Traffic transmission time' and ‘Traffic inter-arrival time' result in a tractable simulation run time but may not represent the behavior of all traffic types.
3 Proposed requirement on PHY data rate
According to [1], the minimum SDU size at the top of the SNDCP layer (assuming Gb mode) is likely to be 80 octets, which coupled with a 4 seconds latency objective for the senario B in Annex A. Assuming the total overhead of SNDCP, LLC, RLC and MAC to be 20 bytes, the minimum SDU size is 100 bytes at the top of the PHY layer. Meanwhile, the 4 seconds latency is assumed mainly caused by the transmission delay in PHY layer. As a result, a minimum net data rate of 200bps is required for PHY layer.
Proposal: the minimum net data rate required for PHY layer is 200bps.
4 Conclusions

Based on analysed traffic characteristics and traffic model from Annex A of TR36.888 v12.0.0 [2] with modifications as proposed in [1], a traffic model and a requirement on PHY data rate are outlined in section 2 and section 3, respectively. It is proposed to take the traffic model in section 2 and the minimum net data rate required for PHY layer in section 3 as working assumptions for future work on Cellular IoT. 
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