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Uplink Stack Reduction
1.
Introduction

Machine Type Communications (MTC) are anticipated as commonly involving the transmission of MTC data packets containing a small amount of application payload which, when sent from a MTC device, will also typically be sent to the same application server. It is expected that such data packets will commonly be made within the context of UDP/IP datagrams where UDP adds 6 to 8 octets of overhead (see Annex 1) and IPv6 adds 40 octets of overhead (see Annex 2). With 46 to 48 octets of UDP/IP header added per MTC data packet (small data transmission), optimizations that allow for reducing the ratio of header to MTC data packet payload will serve to substantially reduce the amount radio interface bandwidth consumed and therefore significantly improve the PDCH utilization. For example:
· A small data transmission sent using 4 MCS-3 coded RLC data blocks (37 octets each) can be reduced to 3 RLC data blocks by removing the UDP/IP layers (25% savings)

· A small data transmission sent using 3 MCS-5 coded RLC data blocks (56 octets each) can be reduced to 2 RLC data blocks by removing the UDP/IP layers (33% savings)
Uplink Stack Reduction (USR) is an optimization that takes advantage of the high degree to which the fields comprising the UDP/IP layers remain the same when considering successive MTC data packets sent from a given MTC device to the same MTC application server. This consistency in the content of the UDP/IP layers allows for a SGSN to retain knowledge of the UDP/IP layers once received for a given MS (TLLI) and PFI (PDP Context). This allows the MS to exclude UDP/IP from the protocol stack of the SN-PDU PDU payload when transmitting subsequent uplink PDUs for that PDP Context. This is possible since the SGSN will be able to re-generate the applicable UDP/IP layers and then forward the MTC application/UDP/IP PDU (i.e. the N-PDU) to the GGSN just as if it had been received directly within an SN-PDU.
2.
Static UDP/IP Header Information 

The PDP Context activation procedure can be used to inform the MTC device when a SGSN supports the USR feature for a given PDP Context. A MTC device that supports USR will then realize that after sending an uplink SN-PDU to such a SGSN wherein the UDP/IP layers were included in the SN-PDU PDU payload, it can exclude the UDP/IP layers in all subsequent SN-PDUs sent to that SGSN for that PDP Context. 

· This is possible since UDP/IP headers will essentially be static as the same application server will be receiving MTC data packets from the same MTC device for as long as the corresponding PDP Context remains activated (i.e. only the content of the Data field and Length field in the UDP/IP headers will change when considering successive MTC data packets sent to the same application server – see Figure 2 and Figure 3). 
· By keeping the UDP/IP layers present within the first uplink SN-PDU sent after PDP Context activation the MTC device allows the SGSN a convenient way of determining the static content of the UDP/IP layers (e.g. the UDP source port number applicable to the MTC device will not be known at the point of completing the PDP Context activation procedure and so the SGSN must receive at least one SN-PDU wherein the SN-PDU payload includes the UDP/IP layers).
3.
Managing a USR Profile
A SGSN indicates it supports USR on a PDP Context basis by including the Packet Flow Identifier IE within PDP Context related NAS messages sent to a MS which can be modified as shown in Figure 1 and Table 1. 
· Upon receiving such an indication a MTC device that supports USR can enable it after sending the serving SGSN at least one SN-PDU for that PDP Context wherein the UDP/IP layers are included in the SN-PDU payload. 
· Upon enabling USR for a given PDP Context the MTC device retains knowledge of the enabled status for as long as it retains that PDP Context (i.e. if inter-SGSN PS handover occurs to a new GERAN cell this knowledge will be retained).

· The SGSN enables USR for that PDP Context upon receiving a SN-PDU wherein the UDP/IP layers are included in the SN-PDU payload.

· Upon enabling USR for a given PDP Context the SGSN retains knowledge of the corresponding UDP/IP layers for as long as it retains that PDP Context (i.e. if inter-SGSN PS handover occurs to a new GERAN cell this knowledge will be passed to the target SGSN).

· When sending a subsequent SN-PDU the MTC device sets NSAPI = 2 in the header to indicate the UDP/IP layers have been excluded (i.e. the N-PDU consists of a MTC data packet). This allows the SGSN to re-generate the UDP/IP layers for the corresponding PDP Context and thereby determine how to further process the N-PDU.
· A SGSN can disable USR by sending the MTC device a PDP context related NAS message (GPRS Session Management Message) where the Packet Flow Identifier IE can be included and indicates USR is not supported.
· Upon deciding to perform a Routing Area Update (RAU) a MTC device shall consider USR to be disabled (for all PDP Contexts) since the RAU may result in establishing a new SGSN which does not yet know the static content of the UDP/IP layers. 

· Upon receiving a RAU Accept indicating the USR feature is enabled, the MTC device enables USR for a given PDP Context by sending the serving SGSN at least one SN-PDU for that PDP Context wherein the UDP/IP layers are included in the SN-PDU payload.
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Figure 1: Packet Flow Identifier information element

Table 1: Packet Flow Identifier information element field descriptions
	Packet Flow Identifier value (octet 3)

Bits

7 6 5 4 3 2 1

0 0 0 0 0 0 0
Best Effort
0 0 0 0 0 0 1
Signaling
0 0 0 0 0 1 0
SMS

0 0 0 0 0 1 1
TOM8

0 0 0 0 1 0 0
}

to



} reserved
0 0 0 0 1 1 1
}

0 0 0 1 0 0 0
}

to



} dynamically assigned
1 1 1 1 1 1 1
}


USR (Uplink Stack Reduction)

Bit

8
0                    SGSN does not support USR

1                    SGSN supports USR



4.
Regenerating the UDP/IP Layers

For the case where the USR feature is enabled for a given PDP Context the MTC device includes the UDP/IP layers present within at least the first uplink SN-PDU sent after PDP Context activation/modification. The MTC device can then omit the UDP/IP layers when sending subsequent SN-PDUs corresponding to that PDP Context. 

· An indication of when the USR feature has been applied by the MTC device can be provided by the SNDCP header by using a currently unused value for the NSAPI field (e.g. NSAPI = 2 is available). 

· Receiving a NSAPI = 2 in the SNDCP header indicates to the SGSN that the next layer in the protocol stack is the MTC application layer (i.e. the N-PDU consists of a MTC data packet) at which point the SGSN can logically re-create the UDP/IP layers for the corresponding PDP Context and thereby create a new N-PDU consisting of a UDP/IP packet (carrying the MTC data packet as the UDP layer payload) which can then be relayed to the GGSN. 

· Note that the size of a SN-PDU is determined by the size of the information field of a LLC‑PDU consisting of a LLC UI frame. N201-U determines the maximum size of this information field (see 3GPP TS 44.064) and may be as large as 1520 octets as established using legacy XID Exchange negotiation (default = 500 octets for LLC SAPI = 3, 5, 9 11). As such, a SN-PDU containing a N-PDU consisting of a MTC data packet is typically expected to be mapped into a single LLC PDU.

· XID Exchange (XID) is typically done shortly after completion of the PDP Context activated for use by an MTC device but may be done at any time prior to using the corresponding PDP Context.

· It is expected PCOMP = 0 will be indicated for SNDCP operation as a result of the XID procedure (i.e. no header compression or data compression is used when sending a N-PDU containing a MTC data packet due to the minimal compression gains that can be expected for small data transmissions).

5.
Specification Impacts

3GPP TS 24.008
· Modify the spare bit within the Packet Flow Identifier IE to allow a SGSN to send an Activate PDP Context Request Accept, Modify PDP Context Request Accept and Activate Secondary PDP Context Request Accept message that indicates it supports the USR feature for the indicated PDP Context.

· Introduce new MS functionality whereby reception of such a PDP Context related NAS message results in the MS retaining knowledge of the USR feature status for the corresponding PDP Context for as long as it retains that PDP Context. 
· Modify the content of a Routing Area Update Accept message to include an indication of whether or not the serving SGSN supports USR.

3GPP TS 44.065
· Allocate a reserved NSAPI value (e.g. NSAPI = 2) which is used to indicate an uplink SN-PDU sent by the MS makes use of the USR feature (i.e. NSAPI = 2 indicates the UDP/IP layers are not included in the SN-PDU payload but need to be regenerated).

· Introduce new SGSN functionality for reception of a SN-PDU corresponding to a PDP Context for which it has indicated it supports USR and retaining knowledge of the UDP/IP layers included that SN-PDU payload (i.e. in this case NSAPI will not be set to 2). 

· Introduce new SGSN functionality to support the reception of NSAPI = 2 in the header of an SN-PDU by re-generating the UDP/IP layers for the corresponding PDP Context and processing the N-PDU according to the re-generated UDP/IP layers.

6.
Conclusion
This discussion paper has described an Uplink Stack Reduction (USR) feature that allows for eliminating the repeated inclusion of UDP/IP protocol overhead (46 or 48 octets) for small data transmissions sent over the uplink of the radio interface. Given the volume of small MTC data packets is expected to increase dramatically in the near future, USR is expected to (a) significantly improve the PS domain traffic capacity (PDCH utilization) of the uplink and (b) contribute to MS power savings in that fewer radio blocks will need to be transmitted per small data transmission. 

Annex 1- UDP Packet format

UDP is a minimal message-oriented Transport Layer protocol that is documented in IETF RFC 768. UDP provides no guarantees to the upper layer protocol for message delivery and the UDP protocol layer retains no state of UDP messages once sent. For this reason, UDP is sometimes referred to as Unreliable Datagram Protocol. UDP provides application multiplexing (via port numbers) and integrity verification (via checksum) of the header and payload (see Figure 2). If transmission reliability is desired, it must be implemented in the user's application or at a lower layer in the protocol stack.
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Figure 2 – UDP Header + Data Field
The UDP header consists of 4 fields, each of which is 2 bytes (16 bits).The use of two of those is optional in IPv4 (pink background in table). In IPv6 only the source port is optional.

Source Port Number: This field identifies the sender's port when meaningful and should be assumed to be the port to reply to if needed. If not used, then it should be zero. If the source host is the client, the port number is likely to be an ephemeral port number. If the source host is the server, the port number is likely to be a well-known port number. This field is expected to be static based on the assumptions provided above and is optional for IPv6.

Destination Port Number: This field identifies the receiver's port and is required. Similar to source port number, if the client is the destination host then the port number will likely be an ephemeral port number and if the destination host is the server then the port number will likely be a well-known port number. This field is expected to be static based on the assumptions provided above.

Length: This field specifies the length in bytes of the entire datagram: header and data. The minimum length is 8 bytes since that's the length of the header. The field size sets a theoretical limit of 65,535 bytes (8 byte header + 65,527 bytes of data) for a UDP datagram. The practical limit for the data length which is imposed by the underlying IPv4 protocol is 65,507 bytes (65,535 − 8 byte UDP header − 20 byte IP header).  This field will vary as the length of the application payload varies. 

Checksum: This field is used for error-checking of the header and data. If no checksum is generated by the transmitter, the field uses the value all-zeros. This field is not optional for IPv6.  The field could either be made static (i.e. set to all-zeros) or set according header and data content. It can be set to all-zeros for the case of GSM since LLC PDUs sent from a UE to the SGSN already support a checksum field (i.e. the integrity of the application layer payload sent by the MS will be ensured using legacy LLC operation via CRC-24). 

Annex 2- IPv6 Packet format
An Internet Protocol version 6 (IPv6) data packet comprises of two main parts, the header and the payload. The first 40 bytes/octets (40x8 = 320 bits) of an IPv6 packet comprise of the header (see Figure 3) that contains the following fields:
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Figure 3 – IPv6 Header
Version: This 4-bit field contains the number 6. It indicates the version of the IPv6 protocol. This field is the same size as the IPv4 version field that contains the number 4. However, this field has a limited use because IPv4 and IPv6 packets are not distinguished based on the value in the version field but by the protocol type present in the layer 2 envelope. This field will be static for very long periods of time.

Traffic Class: This 8-bit field can assume different values to enable the source node to differentiate between the packets generated by it by associating different delivery priorities to them. This field is subsequently used by the originating node and the routers to identify the data packets that belong to the same traffic class and distinguish between packets with different priorities. This field is expected to be static based on the assumptions provided above.

Flow Label: This 20-bit field can be used by a source to label a set of packets belonging to the same flow. A flow is uniquely identified by the combination of the source address and of a non-zero Flow label. Multiple active flows may exist from a source to a destination as well as traffic that are not associated with any flow (Flow label = 0). This field is expected to be set to “0” based on the assumptions provided above.

Payload Length: This 16-bit field contains the length of the data field in octets/bits following the IPv6 packet header (i.e. this will reflect the UDP header length + the application layer payload length). The 16-bit Payload length field puts an upper limit on the maximum packet payload to 64 kilobytes. In case a higher packet payload is required, a Jumbo payload extension header is provided in the IPv6 protocol. A Jumbo payload (Jumbogram) is indicated by the value zero in the Payload Length field. Jumbograms are frequently used in supercomputer communication using the IPv6 protocol to transmit heavy data payload. This field will vary as the length of the application payload varies. 

Next Header: This 8-bit field identifies the type of header immediately following the IPv6 header and located at the beginning of the data field (payload) of the IPv6 packet. This field usually specifies the transport layer protocol used by a packet's payload. The two most common kinds of Next Headers are TCP (6) and UDP (17), but many other headers are also possible. The format adopted for this field is the one proposed for IPv4 by RFC 1700. In case of IPv6 protocol, the Next Header field is similar to the IPv4 Protocol field. This field is expected to be static (i.e. set to indicate UDP) based on the assumptions provided above.

Hop Limit: This 8-bit field is decremented by one, by each node (typically a router) that forwards a packet. If the Hop Limit field is decremented to zero, the packet is discarded. The main function of this field is to identify and to discard packets that are stuck in an indefinite loop due to any routing information errors. The 8-bit field also puts an upper limit on the maximum number of links between two IPv6 nodes. In this way, an IPv6 data packet is allowed a maximum of 255 hops before it is eventually discarded. An IPv6 data packet can pass through a maximum of 254 routers before being discarded. This field is expected to be static based on the assumptions provided above.
Source Address/Destination Address: For IPv6 these are each 16-octet fields.
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