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[bookmark: _Ref343596228]Introduction
A new work item on New Training Sequences for GERAN, acronym NewToN, was approved at GERAN#60, see [1].
The work consists of defining new training sequences for both CS and PS services in GERAN with the aim to reduce the cross correlation between TSCs to primarily allow for a more spectral efficient implementation of synchronized GSM networks.
An important part of the work is to derive a common framework for the performance evaluation which has been the focus of both NewToN telco #1 and #2, taking place between GERAN#60 and GERAN#61. 
One of the objectives of the work is that “The cross correlation performance shall be evaluated over a suitable range for the time shift between wanted signal and interferer(s) expected in synchronous networks” (see [1]). This objective will have impact on the simulation assumptions made for the link performance evaluation.
In this paper, system level simulations are carried out to collect delay statistics in order to derive a probability distribution of expected delays of external interference in synchronized network to be used in link level simulations when evaluating TSC proposals. 
The document is an update of a paper presented at NewToN telco 2. Major updates are highlighted in red.
[bookmark: _Ref376421714]Background
A synchronized radio network is usually referring to a network with the same absolute time reference in all sites and with the frame structure on the radio interface aligned between the different sites. 
In such a network there will still be “asynchronous behavior” in the sense that propagation delay will cause external interference to be offset compared to the wanted signal at the receiver reference point. Propagation delay here excludes multi-path effects which will be added on top of this asynchronous behavior during the link level simulations.
The propagation delay is roughly 1 GSM symbol duration per kilometer (3e8*48/13e6).
The maximum propagation offset experienced in the network will be mainly dependent on the output power of the transmitter, the propagation loss and the receiver sensitivity. 
The minimum propagation offset need not be limited by a zero offset. Negative offsets can be expected in a network when the serving base station is the most suitable base station in terms of minimizing path loss, but at the same time not the base station geographically closest to the MS. Other effects resulting in a negative delay can be non-ideal mobility and/or non-ideal synchronization of the network (the absolute time reference is not the same in all base stations in the network).
Apart from the maximum and minimum delay experienced, the delay distribution between these two extremes will vary depending on frequency re-use, cell size, system load etc. 
Simulations
[bookmark: _Ref376429203]Simulation assumptions
Simulations have been carried out in different scenarios to estimate the delay expected in synchronous networks. The MUROS scenarios, see [6], have been used as a baseline for the evaluations with some additions to the cell size simulated. The simulation assumptions used in the evaluations are listed in Table 1.
[bookmark: _Ref376419924]Table 1. Simulation assumptions
	Parameter
	MUROS-1
	MUROS-2

	Frequency band (MHz)
	900
	900

	Cell radius / ISD
	500 m / 1500m
250 m / 750 m(1)
166 m / 500 m(1)
100 m / 300 m(1)
	500 m / 1500 m
250 m / 750 m(1)
166 m / 500 m(1)
100 m / 300 m(1)

	Bandwidth
	4.4 MHz
	11.6 MHz

	Guard band
	0.2 MHz
	0.2 MHz

	# channels excluding guard band
	21
	57

	# TRX
	4
	6

	BCCH frequency re-use
	4/12
	4/12

	TCH frequency re-use
	1/1
1/31
	3/9


	Frequency Hopping
	Synthesized
	Baseband

	Length of MA (# FH frequencies)
	9
	5

	Fast fading type
	TU
	TU

	BCCH or TCH under interest
	Both
	Both

	MS speed
	50 km/h
	50 km/h

	MS noise figure
	6 dB(1)
	6 dB(1)

	BTS noise figure
	4 dB(1)
	4 dB(1)

	MS output power
	33 dBm
	33 dBm

	BS output power
	43 dBm
	43 dBm

	Power control
	On/Off(1)
	On/Off(1)

	Network load
	· 2 % blocking
· 50 % of the load at 2% blocking(1)
	· 2 % blocking
· 50 % of the load at 2% blocking(1)

	NOTE1: Additional simulations compared to MUROS baseline. Settings are only used if explicitly mentioned.



It can be seen from Table 1 that 1/3 frequency re-use has been added to the MUROS-1 scenario to capture the impact on delay not only in the 1/1 re-use scenario. Further, in addition to a cell radius of 500 m, also 500/2=250 m, 500/3170  m and 500/5=100m have been simulated to better capture inter-site distances (ISDs) expected in networks where the NewToN feature is expected to provide most gains (interference limited scenarios). The relation between cell radius and ISD is a factor x3, i.e. the ISDs simulated are 1500m (baseline MUROS assumption), 750 m, 500 m and 300 m, since a hexagonal cell structure is used.
Propagation model, assumptions on log-normal fading, antenna pattern, call duration etc are all taken from the MUROS study, see [6].
Each network simulated is evaluated at 2 % blocking (see [6]) without activation of the VAMOS feature, as well as at a 50% load compared to when reaching 2 % blocking.
Simulations are both run with and without the use of power control. This is to estimate the impact on power control on the delay statistics collected. Similar investigation was done also in [7].
Delay statistics are collected separately for UL/DL and separately for CCI (Co Channel Interference) and ACI (Adjacent Channel Interference).
Due to propagation wrap-around used in the simulator, the delay statistics have only been collected in a limited number of cells in the interior of the cell plan, see Table 2.
An interfering burst is only logged if the signal level is above the thermal noise level at the receiver reference point.
[bookmark: _Ref376421512]Table 2. Parameters impacting the logging of the system statistics
	Parameter
	1/1
	1/3
	3/9
	4/12

	Network size [cells]
	147
	147
	144
	192

	Logging area [cells]
	15
	15
	12
	12

	Simulation length [s]
	300
	300
	300
	300


[bookmark: _Ref376436722]Non-ideal network synchronization
Network synchronization in GSM is typically done using either GPS based synchronization or a software based synchronization. The GPS based solution has since some time been available for GSM networks but not implemented extensively due to the additional cost of hardware required. Software based synchronization is gaining popularity but the accuracy of the solution will be quite dependent on the (proprietary) implementation used.
It is however the sourcing company’s view that some assumption on non-ideal network synchronization is beneficial to model and that a reasonable model to use is VAMOS UL time offset model from [5], see Table 3.
[bookmark: _Ref376422254]Table 3. VAMOS time offset model (see [5]).
	Time offset [symbol]
	Probability [%]

	-1
	25%

	0
	50%

	1
	25%


[bookmark: _Ref376437230]Collection of results
The results are analyzed for each frequency re-use pattern, ISD, use of power control, network load and split between UL/DL. The interference is separated on CCI and ACI, and for each interference type the distribution of the three strongest interferers is collected. 
When performing simulations, the time resolution of the delay statistics is 0.1 symbols. This is done to better understand and analyze the network behavior. For the final proposed delay distribution however, a time resolution of 0.5 symbols is used to simplify both the representation of the delay statistics, and to avoid unnecessary requirements on link simulators implementing the delay model (especially the impact on oversampling rate required).
It has been assumed that any variation of parameter not having significant impact on the final distribution will not be separated. For example, if no significant difference is seen between the DL and UL distribution, the same distribution (an average of the UL and DL distribution) is proposed to be used for both UL and DL simulations. It can be noted that the number of different distributions is not expected to have an impact on the total frames to be simulated but is seen beneficial to have the statistics represented in as simple form as possible.
The different scenarios simulated have been weighted based on input from operators. Equal weights have been used except for different frequency re-use patterns where the weighting factors are captured in Table 4.	Comment by Ericsson: Telecom Italia has confirmed the weights used. Pending feedback from CMCC and Vodafone that has also been requested to provide their view.
[bookmark: _Ref380485714]Table 4. Weighting factors for different frequency re-use patterns.
	Frequency re-use
	Weight

	1/1
	10 %

	1/3
	20 %

	3/9
	35 %

	4/12
	35 %



Apart from using a 0.5 symbol delay resolution, the distribution is limited to 0.5 resolution of percentage figures.
Simulation results
[bookmark: _Ref376437245]Impact on 
…ISD
One of the parameters expected to have major impact on the delay distribution is the inter-site distance (ISD). Figure 1 shows the impact on delay distributions for the simulation parameters in Table 5.
[bookmark: _Ref376429760]Table 5. Simulation assumptions – impact on ISD.
	Parameter
	Value

	Frequency re-use
	1/1

	ISD
	Variable

	Direction
	DL

	Network sync
	Ideal

	Interference type
	CCI

	Interferer
	strongest



[image: ]
[bookmark: _Ref376423308]Figure 1. Impact on ISD.
As expected, the distributions are similar in shape for different ISD settings. The most frequent delay, for this re-use, is seen to be somewhat smaller than the ISD simulated (for example for ISD=1500m the most frequent delay is at 1.3 symbols = 1440 m), indicating interference from neighboring sites.
Further, it is seen that it is very rare with negative symbol delays larger than 0.5 symbols. This is similar to what has already been seen in [2].
Since link simulations do not take different ISDs into account, and in order to limit the simulation effort (see [4] for an estimated work load), it is proposed to average the effect of different ISDs when deriving the final distribution. Since all ISDs will be represented in the final distribution by using this approach, they will effectively also be simulated.
…number of interferers
In earlier work on determining the delay statistics for the SAIC feasibility study, see [2], the impact on the number of interferers were investigated with the conclusion to only model the strongest CCI/ACI interferer in the final delay distribution derived (since the distribution for the residual interferers were similar as the distribution for the dominant interferer).
Simulations have been carried out using the three strongest interferers to see if the same conclusion is reached using the simulation assumptions in Table 6. The result is seen in Figure 2.
[bookmark: _Ref376429947]Table 6. Simulation assumptions - Impact on number of interferers.
	Parameter
	Value

	Frequency re-use
	1/1

	ISD
	1500 m

	Direction
	DL

	Network sync
	Ideal

	Interference type
	CCI, ACI

	Interferer
	1st, 2nd, 3rd
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[bookmark: _Ref376429244]Figure 2. Impact on number of interferers (top: CCI, bottom: ACI)
As was also seen in [2] the residual interferers do have a larger delay in general compared to the most dominant interferer. However, the difference in distribution is not as evident as using for example different ISDs. Also, the interferer that will have most impact on the performance will be the dominant one. I.e. it is proposed to follow the conclusion in [2] and only use the strongest interferer in the derivation of the final distributions for the work.
…frequency re-use
The frequency re-use will have impact on how far away geographically the interferer will be. This is especially true for the CCI which is the interferer type that is ensured to be avoided by grouping the frequencies into separate frequency groups. ACI will still be present from closer distance than the CCI.
Simulation assumptions are shown in Table 7 and the simulation results in Figure 3.
[bookmark: _Ref376432788]
Table 7. Simulation assumptions - Impact of frequency re-use.
	Parameter
	Value

	Frequency re-use
	Variable

	ISD
	1500 m

	Direction
	DL

	Network sync
	Ideal

	Interference type
	CCI, ACI

	Interferer
	strongest
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[bookmark: _Ref376432802]Figure 3. Impact on frequency re-use (top: CCI, bottom: ACI).
The CCI is, as expected, very dependent on the re-use factor with a longer delay the higher the frequency re-use. The 1/1 and 1/3 re-use will experience CCI from all neighboring sites and thus experiences similar and lower delays in general. The largest delays are seen for the 4/12 re-use. The 4/12 re-use is also more concentrated to the first dominant interferer delay where around 35% of the samples fall in the delay bin of 2.6 symbols. Since the BCCH layer (when 4/12 re-use is simulated) is transmitting at full power and ‘always on’, it is ensured that the strongest interferer will, in most cases, be from the same interfering site.
The ACI does not exhibit the same dependency between frequency re-use and interferer delay. As already mentioned, it is only the CCI that is ensured to increase in distance with looser re-use pattern. ACI can still occur between two adjacent frequency groups in a less controlled manner. The simulations show that the 1/1 and 1/3 re-use exhibit similar delay properties, and similar is true for the 3/9 and 4/12 re-use.
As for the ISD, the frequency re-use is not something typically modeled in link simulations, and hence using different distributions for different frequency re-use would imply more link level simulations needed. It is thus proposed to follow the same principle as for ISD and take all distributions for the different frequency re-use patterns into account when deriving a common final distribution.
…UL/DL
It is expected that the UL and DL will experience different delay characteristics considering that on the DL the interfering sources are stationary base stations while on the UL, the interference is moving users.
Simulation assumptions for analyzing the difference in UL and DL delay characteristics are shown in Table 8 and the simulation results in Figure 4.
[bookmark: _Ref376441683]Table 8. Simulation assumptions - Impact of UL/DL.
	Parameter
	Value

	Frequency re-use
	1/1, 3/9

	ISD
	1500 m

	Direction
	DL, UL

	Network sync
	Ideal

	Interference type
	CCI, ACI

	Interferer
	Strongest
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[bookmark: _Ref376437150]Figure 4. Impact of UL/DL (top: CCI, bottom: ACI).
As can be seen, the UL distributions have a more “uniform” character without the clear peaks seen in the DL distribution since the MS-BS distance will vary to a larger extent.
In link simulations the different directions (UL and DL) are simulated separately and thus it would make sense to also have separate distributions depending on the link simulated. Considering the difference seen between UL and DL distributions it is proposed to collect statistics separately for UL and DL.
…power control
The impact on power control to the delay distributions has earlier been investigated in GERAN WG1, see [7], with the conclusion that “…the delay statistics for these two cases are almost identical” (i.e. two cases referring to with and without power control). It was anyway requested at NewToN telco #1 to verify these findings also with the simulation assumptions used in this paper.
Simulation assumptions for analyzing the impact on power control are shown in Table 9 and the simulation results in Figure 5.
[bookmark: _Ref377735801]Table 9. Simulation assumptions - Impact of power control.
	Parameter
	Value

	Frequency re-use
	1/1, 3/9

	ISD
	1500 m

	Direction
	DL

	Network sync
	Ideal

	Interference type
	CCI

	Interferer
	Strongest

	Power control
	On/Off
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[bookmark: _Ref377735810]Figure 5. Impact of power control.
As was also concluded in [7] the use of power control has little impact on the overall delay characteristics and it is thus proposed to only collect statistics with power control turned on.
…network load
The network load could have an impact on the delay distribution in the sense that there could be an increased risk of having interference from farther away (the potential interference sources close to the receiver are not active).
To understand how the network load impacts the overall distributions simulations have been run at 50% of the reference load (2% blocking). The results are seen in Figure 6.
Table 10. Simulation assumptions - Impact of network load.
	Parameter
	Value

	Frequency re-use
	1/1, 3/9

	ISD
	1500 m

	Direction
	DL

	Network sync
	Ideal

	Interference type
	CCI

	Interferer
	Strongest

	Power control
	Off

	Load
	· 2 % blocking
· 50 % of the load at 2% blocking
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[bookmark: _Ref379554481]Figure 6. Impact of network load.
The difference in network load could be seen to model both the network at for example different parts of the day, and also different service types (for example PS and CS) that might result in different utilization of the cell resources.
As with the power control, the dependency on load is not significant and is thus proposed not to be included in the derivation of the final distribution.
…non-ideal network synchronization
As already mentioned in Section 3.2, one source of delay in the network can be that the different transmitter reference points are not fully synchronized and aligned. Although this effect is to a large extent implementation dependent simulations have been carried out using the time shift model used in VAMOS UL to model a non-ideal synchronized network (see Section 3.2 for more reasoning) to derive the final delay distributions. 
The non-ideal shift has been excluded in Figure 1 to Figure 4 for the purpose of better understanding the network characteristics.
Final delay distribution
Considering the methodology described in Section 3.3 and the results and proposals discussed in Section 3.4.1, the final distributions for CCI and ACI, and DL and UL are shown in Figure 7.
[image: ]
[bookmark: _Ref376437356]Figure 7. Final distributions with separation of UL/DL and CCI/ACI.
As can be seen, there is a clear difference between the distributions of CCI and ACI, but the difference seen when looking at a separate curve for UL/DL (see Figure 4) has almost completely disappeared. This is believed to mainly be due to the difference in time resolution (going from 0.1 symbols to 0.5 symbols) and the averaging of multiple distributions. Thus, the effect seen in Figure 4 getting a more “uniform” distribution in the UL will no longer be as evident. It is thus proposed for simplicity to average the UL/DL distribution and only separate the distributions for CCI and ACI.
The finally proposed distribution, together with a tabulated probability distribution, is shown in Figure 8 and Table 11 respectively.
The time dependency of the delay has not been investigated. However, since it is proposed to evaluate performance in terms of raw BER (see [4]), the time dependency will not impact the performance. Therefore, it is proposed to assume independent delay per interfering burst.
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[bookmark: _Ref376438146]Figure 8. Finally proposed probability distribution.
[bookmark: _Ref376438154]Table 11. Finally proposed probability distribution. 
	Delay [symbols]
	Probability [%]

	
	CCI
	ACI

	-1.5
	0.5
	1.0

	-1.0
	2.5
	8.0

	-0.5
	8.0
	9.5

	0.0
	10.0
	19.5

	0.5
	18.0
	18.5

	1.0
	15.5
	16.0

	1.5
	15.5
	12.5

	2.0
	10.5
	6.0

	2.5
	7.5
	3.5

	3.0
	3.5
	2.0

	3.5
	3.5
	1.5

	4.0
	1.5
	0.5

	4.5
	1.0
	0.5

	5.0
	1.0
	0.5

	5.5
	0.5
	0.5

	6.0
	0.5
	0.0

	6.5
	0.5
	0.0



Conclusions
System level simulations have been carried out to derive a probability distribution of expected delays of external interference in synchronized network. 
The derived delay distributions take different inter-site distance, frequency re-use patterns, and directions (UL/DL) into account. For future link simulations, it is proposed to only separate the interferer type (CCI or ACI) in different distributions. For all other parameters the distributions are averaged across the different settings simulated. 
The derived distributions and an assumption of independent delay per burst are proposed to be taken as a working assumption for the NewToN work in an accompanying paper, see [4].
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