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Comparison of CCCH Protection Mechanisms 
1 Introduction

This paper presents an evaluation of the CCCH capacity and performance for the accessing devices in the mixed scenarios with simultaneous CS legacy and MTC traffic as specified in [4] and [5]. Evaluated through simulations are under these assumptions, the Renesas proposal of [6],[7] as well as Ericsson’s Implicit Immediate Assignment Reject proposal of [2],[3] – both which may be used to protect the CCCH from overload during a situation when load of accessing MTC devices is high. 

Additionally, any accessing MTC device is considered as being of low-priority and thus, if the device is accessing the network in order to send user-plane data, then it may indicate that it indeed is configured as a low-priority device in the sent channel request messages by using the already existing radio priority levels. If on the other hand the device is accessing the network for signalling purposes, then the channel request messages need to be modified accordingly as proposed by [11], [12] in order for the device to be able to indicate its low priority. 
This paper shows that, given the knowledge that the accessing device is of low-priority as described above, it is possible for the network to prioritize the traffic sent on the AGCH in a better manner. More specifically, the BSS will be able to prioritize the Immediate Assignment messages intended for the legacy devices higher than those intended for the low-priority MTC devices. Since the AGCH is the main CCCH bottleneck, this in turn will completely alleviate the impact any amount of accessing low-priority MTC devices will have on the service of the legacy traffic (e.g. high Access Success Rate, low Access Times etc.), even better than either of the evaluated proposals..
Hence, there is no need at all to introduce any new mechanism such as the Renesas proposal ([6],[7]) or the Implicit Immediate Assignment Reject proposal of ([2],[3]) in order to protect the legacy traffic from the impact of these low-priority MTC devices with respect to CCCH overload. What instead is of interest is e.g. the ability of the said proposals to be useful also for other purposes than CCCH overload control, such as e.g. for internal BSS overload control, overload on other channels, lack of identifiers (USFs, TFIs etc.), possible overload in the core network etc. 
2 Simulation Assumptions

2.1 Traffic model

The two traffic models that have been investigated are the mixed traffic scenarios of [4] and [5]. In each scenario, the CS legacy traffic is modelled according to traffic model T3 in [5], and thus as a Poisson arrival process with a mean arrival rate of 5 users/second for the CS legacy devices. The MTC traffic is modelled as in two different scenarios:
· T1 + T3 - uncoordinated/non-synchronized network accesses by the MTC devices which is modelled as a Poisson arrival process (according to traffic scenario T1 in [5]) with mean arrival rates of 5, 10, 15, 20, 25 and 30 devices per second. All transmissions are device initiated.
· T2 + T3 – coordinated/synchronized network access by the MTC devices where all MTC devices initiate their traffic within a window of 1 second (according to traffic scenario T2 in [5]) starting at t=10s. The different numbers of simultaneously arriving MTC devices that have been simulated are 10, 100, 500, 1000 and 2000, respectively. 
All accessing devices uses the legacy CS/PS time spreading scheme as defined in Section 3.3.1.1.2 of [8].

2.2 CCCH model

The CCCH is modelled according to having 6 blocks reserved for AGCH and 3 blocks occupied by paging messages, as if BS_AG_BLKS_RES set to 6 (see [13] for details).

The investigated CCCH protection mechanisms evaluated in this paper are the following:

A.
Baseline (no CCCH protection mechanism used)

B.
The Renesas proposal  ( [5] ), in this paper denoted simply ‘Renesas’

C.
Implicit Reject ( [2] )  triggered at 50% AGCH load (see below)

D.
Implicit Reject ( [2] )  triggered at 100% AGCH load (see below) 
Both protection mechanisms may trigger that the mobile device should neglect sending a CHANNEL REQUEST. In such a case, the device still counts that as an attempt sending a CHANNEL REQUEST, although no message was sent. Thus a device can regard its IMMEDIATE ASSIGNMENT procedure as failed although no CHANNEL REQUEST message has been sent.

For the IMMEDIATE ASSIGNMENT IMPLICIT REJECT initiation the following (somewhat crude) algorithm is used:

· The BSS monitors the load on the AGCH, considering the last 25 reserved blocks.

· If the load surpasses 50 or 100 percent, respectively, if sending an IMMEDIATE ASSIGNMENT its IMPLICIT REJECT flag is set.

· The IMPLICIT REJECT back-off time is set to a random value picked in the interval [0, 5] seconds. 

Furthermore, all MTC devices are considered as being of configured for low-priority access, whereas simulations are done both with and without including a low-priority indicator in the respective channel request messages as discussed earlier in Section 1. In setups A-D above it is assumed that no low-priority indicator is used, whereas in the following setups E-H a low-priority indicator is included in the channel request messages sent by the MTC devices:

E.
Baseline (no CCCH protection mechanism used)

AND inclusive of a low-priority indication in the channel request message.

F.
The Renesas proposal  ( [5] ), in this paper denoted simply ‘Renesas’

AND inclusive of a low-priority indication in the channel request message.

G.
Implicit Reject ( [2] )  triggered at 50% AGCH load (see below)

AND inclusive of a low-priority indication in the channel request message.

H.
Implicit Reject ( [2] )  triggered at 100% AGCH load (see below) 

AND inclusive of a low-priority indication in the channel request message.

The simulations do not specify whether the MTC devices are accessing the network in order to send user-plane data, signalling or any mix thereof. However, given the means to convey this information to the network as proposed by e.g. [11] and [12], the end result will be the same. Thus the results presented in this paper may be generalized to either of these scenarios.  
2.3 Simulator Setup
The same simulator setup and methodology is the same as used in [10] and [14]. 
3 Simulation Results

For all simulations in sections 3.1 and 3.2, the following performance criteria have been evaluated as specified in [5] (as being the latest update to [4]). More specifically, what has been evaluated is:
· Access success rate  (ASR) = Number of successful Immediate Assignment procedures divided by total number of Immediate Assignment  procedures, inclusive of both RACH and AGCH. 
· Access attempts needed  = Number of access attempts per successfully completed Immediate Assignment procedures, inclusive of both RACH and AGCH. 
· Access time = Time from when an Immediate Assignment procedure is initiated by higher layers until successful completion of the said Immediate Assignment procedure, inclusive of both RACH and AGCH [50/95 percentile].
· CCCH Capacity Used = Percentage of CCCH capacity used. To be evaluated for both RACH and AGCH
3.1 Traffic Model T1+T3 (uncoordinated / non-synchronized MTC access)

In Figure 1 (CS legacy traffic) and Figure 2 (MTC traffic) simulation results are summarized for traffic model T1+T3 for the setups A-H as described in Section 2. The arrival rates for MTC devices are 5, 10, 15, 20, 25 and 30 devices per second, respectively, whereas the arrival rate for the CS legacy devices is 5 devices per second. All evaluations are performed within a 60 second time-window starting 10 seconds after the initialization of the simulation and the traffic.

3.1.1 Impact on CS legacy traffic

From the dashed lines of setups E-H in Figure 1, it is evident that regardless of the choice CCCH protection mechanism, the ASR of the CS legacy traffic is virtually unaffected (and thus well protected) against any number of MTC devices when the low priority indication is employed. The slight increase in the 95th Percentile Access Time, Access Attempts Needed UL and RACH Utilization in these cases, as the number of MTC devices increases, can be explained by the increased number of collisions on the RACH. This effect is however marginal, due to the already established fact that the RACH capacity is quite much larger than that of the AGCH.

Furthermore, in case the low-priority indication is not employed (solid lines of setups A-D) it can be seen that both the Renesas proposal (B) as well as the Implicit Reject @50% AGCH load provides a good protection for the CS legacy traffic. Both these proposals are very aggressive, in the sense that they block the access for the MTC devices well before the CCCH is fully loaded. The less aggressive setting of Implicit Reject @100% AGCH load (D) is therefore seen to give worse performance for the legacy devices, even though it performs better than the baseline (A) in this aspect.
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Figure 1 – Impact on the CS legacy traffic in the T1+T3 scenario using setup A-H from Section 2. 
TOP: Access Success Rate (ASR), 
MID UPPER LEFT: Median Access Time, MID UPPER RIGHT: 95th Percentile Access Time, 
MID LOWER LEFT: Mean #Ch. Req. needed, MID LOWER RIGHT: Mean #Imm. Ass. needed 
BOTTOM LEFT: Average RACH Utilization, BOTTOM RIGHT: Average AGCH Utilization.

3.1.2 Impact on MTC traffic
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Figure 2 – Impact on the MTC traffic in the T1+T3 scenario using setup A-H from Section 2. 
TOP: Access Success Rate (ASR), 
MID UPPER LEFT: Median Access Time, MID UPPER RIGHT: 95th Percentile Access Time, 
MID LOWER LEFT: Mean #Ch. Req. needed, MID LOWER RIGHT: Mean #Imm. Ass. needed 
BOTTOM LEFT: Average RACH Utilization, BOTTOM RIGHT: Average AGCH Utilization.

From Figure 2 above it may be noticed that the baseline (A,E) as well as the Implicit Reject @100% AGCH load (D,H) provides the best performance for the MTC devices. This is however at the cost of much worse performance for the legacy devices, as was seen in the preceding Section 3.1.1, for the case when the low-priority indication was not used (A,D). But for the case when the low-priority indication is used, it is apparent that the combination of Implicit Reject @100% AGCH load & Low Priority indication (H) gives a the best performance for both legacy devices and MTC devices alike.
Furthermore, the Renesas proposal (B,F) and the Implicit Reject @50% AGCH load (C,G) – which gave the best performance for the legacy devices in Section 3.1.1, consequently provides worse performance for the MTC devices. This regardless if the low-priority indication is used (F,G) or not (B,C).
3.2 Traffic Model T2+T3 (coordinated / synchronized MTC access)

In Figure 3 (CS legacy traffic) and Figure 5 (MTC traffic) simulation results are summarized for traffic model T2+T3 for the setups A-H as described in Section 2. The number of accessing MTC devices according to traffic model T2 are 10, 100, 500, 1000 and 2000users, respectively. All evaluations are performed within a 60 second time-window starting at the beginning of the MTC access ‘spike’, thus 30 seconds after the initialization of the simulation and the legacy traffic.
Additionally, in Figure 4 (CS legacy traffic) the Access success rate is shown once more, but this time evaluated during a number of consecutive 10 second intervals also here starting at the beginning of the MTC access ‘spike’, and ending 60 seconds thereafter.

3.2.1 Impact on CS legacy traffic

From Figure 3, it is  evident that regardless of the configuration, the ASR of the CS legacy traffic is minimally impacted for all of the used configurations. The reason for this is that, the RACH/AGCH will be totally overloaded during the one second of the MTC spike plus the time it takes for all MTC devices to fail/succeed with their respective Immediate Assignment procedures, which is only a few seconds. This timer is however only a few percent of the total evaluated time, which is 60s. This reasoning is confirmed by looking at Figure 4, where it can be seen that only the first 10-second interval (between 30s and 40s) is impacted at all.
Furthermore, in case when the low-priority indication is not employed (solid lines of setups A-D) then there is still some increase on the 95th Percentile Access Times and amount of RACH messages sent on the uplink. This effect is fully alleviated when the low-priority indication is employed.
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Figure 3 – Impact on the CS legacy traffic in the T2+T3 scenario using setup A-H from Section 2. 
TOP: Access Success Rate (ASR), 
MID UPPER LEFT: Median Access Time, MID UPPER RIGHT: 95th Percentile Access Time, 
MID LOWER LEFT: Mean #Ch. Req. needed, MID LOWER RIGHT: Mean #Imm. Ass. needed 
BOTTOM LEFT: Average RACH Utilization, BOTTOM RIGHT: Average AGCH Utilization.
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Figure 4 – Median Access Success Rate for the CS legacy traffic, windowed in 10s intervals, using setup A-H from Section 2. The evaluated scenario is the T2+T3 scenario with 10, 100, 500, 1000 and 2000 MTC devices accessing the network..

3.2.2 Impact on MTC traffic
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Figure 5 – Impact on the MTC traffic in the T2+T3 scenario using setup A-H from Section 2. 
TOP: Access Success Rate (ASR), 
MID UPPER LEFT: Median Access Time, MID UPPER RIGHT: 95th Percentile Access Time, 
MID LOWER LEFT: Mean #Ch. Req. needed, MID LOWER RIGHT: Mean #Imm. Ass. needed 
BOTTOM LEFT: Average RACH Utilization, BOTTOM RIGHT: Average AGCH Utilization.

One interesting aspect of Figure 5 is that even though the Implicit Reject @50% AGCH load (C,G) is very aggressive against blocking the access for the MTC devices, it actually provides them with a better ASR as well as a lower  number of channel requests that need to be sent. This is because of the back-off time for the Implicit Reject proposal as discussed Section 2.2, which effectively spreads the MTC spike over a larger period of time a bit into the future, as can be seen from the increased Access Times and also from the reduced number of sent channel requests and thus the usage of the RACH resources.
Furthermore, it can be seen that also the Renesas proposal (B,F) limits the number of actually sent channel  requests  and thus the usage of the RACH resources (as expected), but still with pretty much the same ASR and Access Times as the Baseline (A,E) and the Reject @1000% AGCH load (D,H). 

.

4 Conclusion
This paper has presented evaluations of the CCCH capacity and performance for the accessing devices in mixed traffic scenarios with simultaneous CS legacy and low-priority MTC traffic for the different CCCH protection mechanisms as proposed by  Renesas proposal in [6],[7] and Ericsson in [2],[3]. Both of these may be used to protect the CCCH from overload during a situation when load of accessing MTC devices is high. 

It has been shown is that, given that the accessing MTC device is able to indicate that it indeed is configured for low priority access, then it is possible for the network to, in an implementation specific manner, prioritize the blocks sent on the AGCH accordingly and thus completely alleviate any impact on the CS legacy traffic by the accessing low-priority MTC devices. Since the AGCH is the main CCCH bottleneck, this in turn will completely alleviate the impact any amount of accessing low-priority MTC devices will have on the service of the legacy traffic (e.g. high Access Success Rate, low Access Times etc.), even better than either of the evaluated proposals. Hence, there is no need at all to introduce any new mechanism such as the Renesas proposal ([6],[7]) or the Implicit Immediate Assignment Reject proposal of ([2],[3]) in order to protect the legacy traffic from the impact of these low-priority MTC devices with respect to CCCH overload. 

What instead is of interest is e.g. the ability of the said proposals to be useful also for other purposes than CCCH overload control, such as e.g. for internal BSS overload control, overload on other channels, lack of identifiers (USFs, TFIs etc.), possible overload in the core network etc.  All this is possible with the Implicit Immediate Assignment Reject proposal of ([2],[3]) but not with the Renesas proposal ([6],[7]), which additionally is a MS autonomous feature that is fully out of control by the BSS and thus the operator.
5 Proposed Solution
It is the view of the sourcing companies that, in order to protect the legacy traffic in GERAN from a negative impact of many accessing low-priority MTC devices, the best solution with respect to CCCH overload is to allow these device to indicate its low priority for low priority access to indicate this as e.g. proposed in [11] and [12].  Therefore any other solution solely focused on solving the same problem such as the one proposed by Renesas in [6],[7] is not advisable to be introduced in GERAN. Additionally, the proposal of [6], [7] is a MS autonomous feature that is fully out of control of the BSS and thus the operator - something which must be seen as a significant drawback. 
Furthermore, it is the view of the sourcing companies that in addition to this, the Implicit Immediate Assignment Reject proposal as described in  [2],[3] should be employed in GERAN. This since it is a flexible and versatile solution which can be used for many other purposes than CCCH overload control as evaluated in this paper. Examples include internal BSS overload control, control overload on other channels than CCCH DL, rejecting users because of lack of identifiers (USFs, TFIs etc.), rejecting users because of possible overload in the core network etc. It is configurable and fully in control of the BSS and thus the operator.
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