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1 Introduction

In Precoded EGPRS2 , see [1], the channel estimate is performed based on the training symbols, which are spread over the transmitted burst. To achieve good quality of the channel estimate and an increased throughput, placement of the training symbols should be carefully designed. 

In this contribution, two design criteria and the corresponding design methodology are presented; the design parameters are tuned based on simulations. Placements of training symbols are evaluated in both sensitivity and interference limited scenarios. Recommendation for the training symbol placement in Precoded EGPRS2 is made based on the observations.  
2 Design Criteria
2.1 Minimum Mean Square Error (MMSE) criterion

Under the MMSE criterion, a good training symbol placement 
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where 
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is the channel frequency response estimate for the 
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-th symbol. 

2.2 Balance Signal-to-Noise Ratio (SNR) Criterion
A typical GSM/EDGE channel has a low-pass characteristic. In Precoded EGPRS2, the channel frequency response is estimated as the DFT of the zero-padded channel impulse response. It follows that some of the taps will have much lower energy than others. The instantaneous SNR for symbols transmitted at the edge of the frequency band thus will always be lower than the instantaneous SNR for those transmitted in the middle of the frequency band. This is not desirable from the channel capacity point of view.
The instantaneous SNR can be adjusted by different placements of training symbols. Consider the single tap model for Precoded EGPRS2:
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where the noise term consists of both the original noise (and interference) Ni, and the error in channel estimate 
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. Expectation of the instantaneous SNR is calculated as:
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with 
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contributing to the SNR calculation. By modifying the training symbol placement, thus the MSE, the instantaneous SNR over the burst can be adjusted towards a more balanced form. 
3 Design methodology
3.1 MMSE Methodology
Given Additive White Gaussian Noise (AWGN) and flat fading channel, the optimal training symbol placement based on MMSE criterion are those that are equally spaced. The training symbol indices can be calculated by:
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with L the DFT size, 
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 the training sequence length, and
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the index of the first training symbol.  
3.2 Balance SNR Methodology

Designing a good training symbol placement for balancing the SNR is more complicated, which involves solving a multi-dimensional optimization problem. The optimal placement also requires known channel state information at the transmitter. To make the design and evaluation feasible, the following constraints are used:
· The training symbols are placed symmetrically over the part consisting of payload and training symbols;
· In the center of the burst, the training symbols are consecutively placed to achieve a lower MSE in this part (the weak taps), thus increase the SNR for this part;
· In other parts of the burst, the training symbols are evenly placed. Since the SNR changes relatively slowly at those parts, the symbols there are treated equally.
Based on above constraints, the training symbol indices 
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with 
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denoting the index of the first training symbol, and 
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the number of training symbols concentrated in the middle of the burst. 

The burst with training symbols intercalated according to 3.2 is illustrated in Figure 1.
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Figure 1: Burst with training symbols intercalated. 

 Figure 2 illustrates the theoretical MSE (calculated based on a linear model and AWGN assumption), with different 
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. Comparing with uniform placement, it can be seen that the concentrated training symbol placement is a more favorable choice for weak taps, which experience a decrease of the MSE; as a tradeoff, other taps experience a higher MSE. Take 
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 as an example, the MSE decrease for weak taps is around 4dB, while the MSE increase for other taps are lower, up to 2dB. Figure 3 shows an example of the SNR for a Precoded burst. As can be seen, it is balanced to some extent with the concentrated training symbol placement. 
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                                                            (B)
Figure 2: MSE of channel estimate with concentrated training symbol placements
                A). using different #concentrated training symbols;

                B). using different index for the first training symbol.
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                 (B)
Figure 3: Instantaneous SNR with concentrated training symbol placements
    A). using different #concentrated training symbols;

                 B). using different index for the first training symbol.

4 Evaluation of training symbol placement
In this section, performances with different training symbol placements, based on the design in Section 3 are evaluated. The design parameters are tuned based on the simulations. Recommendation of the training symbol placement is made.  
4.1  Simulation settings

Table 1 lists the most important simulation assumptions in the evaluation.

	Parameter
	Value

	Precoded Modulation and Coding Schemes
	DAS5-DAS11 and DAS12B

	Channel propagation
	TU50noFH, TU3iFH, Static

	Interference
	AWGN, Co, DTS-2, see [3]

	Tx filter
	Lin GMSK

	Frequency band
	900 MHz

	Frames
	5000

	Tx impairments
	Typical

	Rx impairments

  - Phase noise [degrees (RMS)]

  - I/Q gain imbalance [dB]

  - I/Q phase imbalance [deegrees]

  - DC offset [dB]

  - Frequency error [Hz]
	Set 1 ([2] ) 

1.0           

0.2           

1.5           

-40          

25           


Table 1: Simulation assumptions.
The training symbol placements evaluated are the uniform placement, 
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4.2  Simulation Results
The raw Bit Error Rate (BER) is a preferred metrics for evaluating the impact of different training symbol placements on the whole burst. A lower raw BER implies an overall improvement in decoding all the bits, regardless of their code rate and positions in the burst. For evaluations presented in this contribution, the data Block Error Rate (BLER), which changes align with the raw BER as observed in simulations, is used instead as an indication for the overall impact.
4.2.1 Uniform vs. concentrated placement in sensitivity test
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Figure 4: Performance of different training symbol placements in sensitivity.

Figure 4 shows the performance in sensitivity test, with different training symbol placements. It can be seen that the concentrated placement generally outperforms the uniform placement, which results from a balanced SNR. In TU channel, the gain with concentrated placement can be over 1dB for SNR below 24dB, and in static channel, an overall improvement up to 2dB is achieved. It can also be noticed that, in static channel, the gain increases as more training symbols are concentrated, which is well aligned with the theoretical analysis of a more balanced SNR. 
4.2.2 Tuning of concentrated training symbol placement
The concentrated training symbol placement is further tuned based on simulations. 

In the first step, the position of the first training symbol, 
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is tuned. Figure 5 shows the results for sensitivity. It can be seen that, the performance improves steadily as 
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increases (resulting in more balanced SNR as shown in Figure 3).  Figure 6 shows the performance in interference limited scenarios, where the performance varies in a random way. This is possibly due to that in interference limited scenario, the noise (and interference) is no longer AWGN, the actual MSE and instantaneous SNR therefore differs from the theoretical calculation illustrated in Figure 2 and Figure 3. It can also be noticed that, the performance differences using various 
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 in both sensitivity and interference limited scenarios are generally within 0.2dB, which implies that the starting point of the concentrated placement does not affect the performance much. 
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Figure 5: Tuning training symbol allocation, sensitivity test.
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 Figure 6: Tuning training symbol allocation, interference limited scenarios. 

In the next step, the number of concentrated training symbols, 
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 is tuned. Based on previous observation, 
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is used in the simulations (other values are expected to give close performance). 

As already been shown in Figure 4, a larger 
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is generally a more favorable choice for sensitivity. Figure 7 illustrates the impact of 
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 in interference limited scenarios, where 
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is chosen to vary between 4 and 20. It can be observed that:
· In single interference case, the concentrated placement is not as good as the uniform placement. The degradation is up to 1.5dB for
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. The gap steadily closes as 
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 increases. For 
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, the degradation with respect to uniform placement is up to 0.5dB;
· In multi-interference case, the concentrated placement outperforms the uniform placement in lower C/I region, with the difference up to 1.2dB; at high C/I region, uniform placement outperforms concentrated placements with a lower
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. For 
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, the improvement comparing with uniform placement(mainly at low C/I region) is up to 0.8dB.
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    Figure 7: Tuning #concentrated training symbols, interference limited scenarios. 

5 Conclusions

Two design criteria for training symbol placement in Precoded EGPRS2, together with the design methodology are presented. The following conclusions are reached based on simulations in both sensitivity and interference limited scenarios: 

· Both the MMSE criterion and the balancing SNR criterion can be used to reach a decent design of the training symbol placement; 
· The effectiveness of the balancing SNR criterion is limited by non-AWGN noise, unknown and non-static channel, and constraints made for design simplicity;

· For sensitivity, the concentrated placement outperforms the uniform placement (especially at low SNR region);
· In single interference case (where the noise (and interference) is non-AWGN), concentrated placement is outperformed by the uniform placement. The degradation is up to 1.5dB, and is decreased by using less concentrated placements; 
· In multi-interference case (where the noise (and interference) is more AWGN like), the concentrated placements generally outperforms the uniform placement.  

It is therefore recommended to use a concentrated training symbol placement, with moderate amount of concentrated training symbols, in order to reach a decent gain in sensitivity and multi-interference scenarios, and a moderate degradation in single interference case. For Precoded EGPRS2A, 
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is recommended (which achieved 0.9/0.8dB gain in sensitivity/multi-interference scenario, and a degradation of 0.5dB in single interference scenario, comparing with the uniform placement. Training symbol placement for Precoded EGPRS2B is designed in the same way. The recommend placement is left for further study. 
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