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USF Capacity Evaluation for MTC
1 Introduction
The Uplink State Flag (USF) is used to schedule uplink transmissions for the users in the GERAN network. This is a three bit field for which typically 7 code points are available, thus up to 7 uplink users can be simultaneously multiplexed on one and the same uplink PDCH/PDCH-pair. 

This paper investigates and evaluates the probability that there are not enough USFs in the cell to support all devices and – in such case – how many devices can be supported in the each cell before this occurs? 
2 Assumptions and System Configuration
Two different traffic models - one device initiated as well as one server initiated - have been used for the evaluations done in this paper, as illustrated in Figure 1 below.
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Figure 1 - Traffic Models: Device initiated (left) and Sever Initiated (right)

The number of reports (device initiated traffic model) or polls for reports (server initiated traffic model) per second are modelled as a Poisson process with intensity n/RI, where RI is the reporting interval and n is the current number of users in the cell, thus 
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. The values assumed for RI as well as for other entities used in the evaluations are presented in Table 1 below:

Table 1 – Common parameters and settings used in the evaluations
	Name
	Type
	Details 

	Nr of TRXs for PS traffic per cell 
	Iterable
	1,2 or 4 where 3 timeslots are used for BCCH + 2 SDCCHs, which thus gives 5, 13 or 21 PDCHs per cell (PDCH_CELL)

	Traffic Type
	Constant
	100% MTC Devices  (No CS and No other PS users)

	MTC Reporting Interval (RI)
	Iterable
	Poisson Distributed with mean interval between events of 
1min (=60s), 5min (=300s), 15min (=900s), 30min (=1800s) or 1h (=3600s)

	MTC Report Size (RS)
	Iterable
	100byte, 200byte,1000byte and 2500byte

	TCP/IP
	Constant
	maxSegmentSize=1500bytes, IPv6, Header Size = 48bytes

	LLC
	Constant
	Header Size = 10 bytes, Max MTU size = 1500 bytes

	RLC/MAC 
	Consant
	BTTI. Control Signalling incl. Ack/Nack reports (PDAN/PUAN or PAN) disregarded. 

	MCS
	Iterable
	MCS-2 (28 bytes per RLC/MAC block) and 
MCS-5 (56 bytes per RLC/MAC block)

	Radio Model
	Constant
	Ideal radio conditions – i.e. no retransmission are assumed e.g. for the PDCH evaluations.

	PDCH Resource Handling
	Constant
	Each device will be assigned 2 UL PDCHs.


The following limitations with respect to the evaluations should be especially noted:

· The evaluated scenarios contain no other traffic in addition to the PS traffic generated by MTC devices. The number of TRXs in the respective configurations throughout the paper could however be read as “the number of TRXs devoted to PS traffic (i.e. PDCHs and not TCHs)” and thus the results are still valid.
· Ideal radio conditions (i.e. no retransmissions) are assumed, i.e. there are no retransmissions, which of course is a simplification. On the other hand, MCS-2 or MCS-5 is assumed to be used for all transmissions of RLC/MAC blocks, which in many cases will are pessimistic assumptions - especially in good radio conditions – so this may not need to be such a significant limitation. 

· The transmission of RLC/MAC Ack/Nack reports (PDANs, PUANs or PANs) is not considered. But since the main traffic flow is in the uplink direction, this means that the Ack/Nack reports are primarily sent in the downlink direction. This will have no or a very minimal impact on the final results. 

Despite these limitations, it is nevertheless believed that the results as presentment in this paper are highly valid and that they also may be further generalized to cover other scenarios not covered here. 
3 Evaluation

As stated in Section 2, the number of reports send may be modelled as a Poisson process with intensity n/RI (where RI is the reporting interval and n is the current number of users in the cell). Let us further assume that each PDCH is being held for a time HT [s] (including 0.5 seconds signalling release), during the uplink data transfer of the report. The requests for a new USF may thus be seen as another Poisson process
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The first question now is: What will the value of this PDCH holding time (HT) be? Well, for the most loaded case, where each user is multiplexed with 6 other users, it could be expected that the data transfer of the report will take 7 times as long as if the user was alone. Let #MCS_ BYTES denote the number of octets of user plane payload that may be included in each radio block for the given MCS (26 bytes for MCS-2 and 56 bytes for MCS-5) and let each mobile station be allocated 2 PDCHs each in the uplink. Further let RS be the application level payload size of the sent report and OH be the corresponding overhead from the TCP/IP and LLC layers, then the average holding time HT for this most loaded 7 user case may be expressed as:
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[EQ 1]
The second question is:  What is the blocking probability due to lack of USFs? To evaluate this, let P(USF_OUTAGE) denote the probability that there are no more available USFs in the cell, and thus that no more device may be admitted to the cell.  The total number of available USFs in the cell equals 7 times the total number of PDCHs in the cell (#PDCHs_CELL) divided with the number of PDCHs allocated to each MS, namely 2. Thus: 
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[EQ 2]
Now, inserting EQ 1 in EQ 2, we may now according to e.g. Ref. [1] calculate the result as:
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An example of this probability for a cell with 1 TRX (#PDCHs_CELL=5) is shown for the different reporting intervals (RI) in Figure 2 below.  Here the sent report size in the uplink is 1 kilobyte (RS=1000) and MCS-5 is used (#MCS_BYTES=56) whereupon the corresponding TCP/IP and LLC overhead 48+10=58 bytes (OH=58).
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Figure 2 - Example of the USF outage probability for a 1 TRX cell where the report size is 1 kilobyte and MCS-5 is used. 

In Figure 2 above, also the points where the probability of a USF outage is 2% are indicated, i.e. where 
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. This is done in order to find the maximum number of MTC devices that may be present in this cell in this scenario, without risking a too large USF outage probability, and thus can be seen as a blocking limit. A number of different scenarios have been evaluated using this methodology, according to the settings presented in Section 2. The maximum number of devices corresponding to this 2% outage probability limit is shown in Figure 3 below for the case when MCS-2 is used and in Figure 4 for the case when MCS-5 is used:
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Figure 3 - The maximum number of devices that can be supported for each configuration before the USF outage probability reaches 2% when MCS-2 is used.
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Figure 4 - The maximum number of devices that can be supported for each configuration before the USF outage probability reaches 2% when MCS-5 is used.


The behaviour for both the server and the device initiated traffic models are assumed to be the same from an USF usage perspective, since the uplink traffic will be the same in either case. Thus these results are valid for both traffic models as described in Section 2.

4 Discussion

The evaluations presented in this paper have been done under the assumption that the amount of sent reports from the MTC devices may be modelled as Poisson process. This is based on the assumption that the reporting from all devices are uncorrelated, i.e. not synchronized in any manner. This may be an optimistic assumption if considering e.g. the worst case scenario where all devices in the cell are fully synchronized and thus almost simultaneously send their reports. In this worst case scenario, the reasoning in the preceding sections simply boils down to:
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[ Equation 3 ]
For the three different configurations we are considering in this paper (i.e. 1 TRX, 2 TRXs or 4 TRXs) this corresponds to 17.5, 45.5 or 73.5 users. These numbers are obviously a bit pessimistic, but nevertheless much, much lower than those given in Section 3 earlier. This in turn indicates that if perfect de-correlation between the reports sent by the MTC devices can be assured (which it cannot!), then the maximum number of devices possible to support in a cell from a USF outage perspective as presented in Section 3 will be an upper, optimistic bound. The lower, pessimistic, bound will be will be 17.5, 45.5 or 73.5 users for a 1 TRX cell, a 2 TRX cell or a 4 TRX cell respectively. The reality will of course be somewhere in-between. 

5 Conclusion
In this paper, evaluations have been done in order to find the maximum number of MTC devices that can be supported in a cell before running out of available USFs in the cell, hence the USF outage blocking limit. As have been shown, the number of available USFs in the cell may be a scarce resource and many times limit how many MTC devices that can be supported. 
Therefore it is proposed that TSG GERAN consider the possible expansion of the USF addressing space beyond the 3 bits / 7 code-points available according to today’s standard. The exact solution for such a proposal is however outside the scope of this paper.
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