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System Performance Evaluation for Repeated SACCH and Shifted SACCH
1 Introduction
This paper outlines some considerations on how to evaluate the system level performance of Repeated SACCH and Shifted SACCH in a VAMOS aware network, and provides the corresponding simulation results.
2 Link to system mapping
2.1 General assumptions

The L2S methodology presented in [1] was reused without any change. Furthermore, since the mapping tables generated for the system simulator were looked up at burst level, and both Repeated SACCH and Shifted SACCH do not change the demodulation performance of a specific burst, the mapping tables were also reused without any change.
· For Repeated SACCH, the link level gains were reflected by a soft-combining algorithm which was assumed in the system simulator (see Section 3).
· For Shifted SACCH, the link level gains come from DTX and power imbalance between SACCH and TCH. In the case of the pairing sub-channel entering silence period due to DTX, the L2S mapping for a “shifted” SACCH burst is exactly the same as that in non-VAMOS mode. As to power imbalance of SACCH (along with TCH/FACCH), it has actually already been reflected in existing alpha-QPSK mapping tables. (To a “shifted” SACCH burst, the only difference is that the pairing burst is a TCH/FACCH burst rather than a SACCH burst.)
2.2 Verification

The verification of the soft-combining algorithm under MTS-1 is depicted in Figure 1.
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Figure 1  Verification of the soft-combining algorithm
3 System simulator considerations
3.1 General assumptions

Several changes were made to an alpha-QPSK simulator to respectively model the “Repeated SACCH” and “Shifted SACCH” features.
The selected network configuration was MUROS-1, but only 2 (rather than 3) TCH TRX’s were configured for each cell. The reason is that MUROS-1 is a tight reuse configuration, with very limited VAMOS pairs existing in the network. Since the gains and impacts of Shifted SACCH can only be evaluated with VAMOS pairs in existence, the original MUROS-1 configuration was believed not suitable for the evaluation of Shifted SACCH.

Only downlink was simulated. All mobiles were assumed to be VAMOS level I.

Other simulation assumptions are summarized in Table 1.

Table 1  Simulation assumptions
	Parameter
	Value

	BCCH or TCH under interest
	TCH (*)

	Channel mode adaptation type
	D1: AHS 5.9 <-> MUROS (AHS 5.9)

	Fast fading type
	TU-3

	Network size
	96 cells

	Simulation Time
	900 seconds


* This is different from MUROS-1, and is felt reasonable when simulating the alpha-QPSK power control algorithm, because no power control is performed on the BCCH carrier.
3.2 Definition of KPI’s

· Traffic load was expressed in EFL (Effective Frequency Load) as defined in the MUROS TR.

· Dropped call rate was calculated as the number of dropped calls over the number of originated calls. It should be noted that although there’re lots of reasons that will cause a call drop in a real network, in this paper only “RLT expiry” on the mobile station side and “HO timeout” (expiry of timer T3103, see TS 44.018) on the BSS side were considered. Furthermore, an ideal uplink was assumed. So the collected number of dropped calls was expected to be less than that in a real network.
· RLT_min was defined as the minimum RLT value on the mobile station side during a call.
3.3 Simulation running
The simulation profiles were defined as follows, and were compared against each other.

· C1: “Basic alpha-QPSK”. In this configuration, only alpha-QPSK was enabled. Both Repeated SACCH and Shifted SACCH were disabled.

· C2: “RSACCH”. In this configuration, Repeated SACCH was enabled, whilst Shifted SACCH was disabled.

· C3: “RSACCH + SSACCH”. In this configuration, both Repeated SACCH and Shifted SACCH were enabled.
The studied traffic loads were determined as follows.
· L1: The system with the C1 configuration was loaded to a point where the minimum call quality performance as defined in the MUROS TR was just not satisfied (i.e. 5% of the users suffered an average call FER >= 3% in this case).
· L2: was set at about 30% higher than L1 to simulate a critical scenario where more call drops could be observed.
3.4 Repeated SACCH
A soft-combining algorithm was implemented in the MS performance model. When receiving a downlink SACCH block, the model first calculated the CIR’s and DIR’s of each burst of this SACCH block, and then found out the burst BER’s and the final block FER successively according to the two-stage mapping. The block FER was used to determine whether this specific SACCH block could be assumed correctly decoded. If not, the burst BER’s were saved to a buffer, and if the BSS had sent this SACCH block as a repetition, and the previous SACCH block was also assumed not correctly decoded by the MS, a chase-combining was modeled based on the burst BER’s of each burst of these two SACCH blocks to produce a new set of burst BER’s, which was then used as an input to the normal second stage mapping to get a new FER, and a final decision was made on whether the repetition could be correctly decoded based on this new FER.
Note: The chase-combining algorithm mentioned above is very similar to what was done in an uplink MRC receiver. A reverse lookup of a reference CIR<->BER mapping was first performed on the BER of each SACCH burst to find the corresponding burst CIR (CIRi_1, i=1,2,3,4 for block one, CIRj_2, j=1,2,3,4 for block two), and then the two sets of CIR's were "combined" as follows:
CIRk <== CIRk_1 + CIRk_2, k=1,2,3,4

Then a normal lookup of the reference CIR<->BER mapping was performed on CIRk, k=1,2,3,4 to find a new set of BER's.
If a downlink SACCH block sent at SACCH period N was unsuccessfully decoded (prior to soft-combining), the downlink SACCH block to be sent at SACCH period N+2 would be tagged by the BSS as a repetition. The lag in sending a repetition was to simulate the time needed to transmit the actual SACCH repetition request in an uplink SACCH block.
At the BSS side, if a transmitted downlink SACCH block contained a SAPI 0 frame and was not already a repetition, then it was a repetition candidate. If a SACCH block at the previous SACCH period was a repetition candidate, and the current SACCH block was tagged as a repetition, then the BSS sent the current SACCH block as a repetition of the previous SACCH block.
3.5 Shifted SACCH

To make the changes as small as possible, the implementation of frame mapping and burst transmission/reception was entirely not touched. Instead, for a VAMOS pair, a TCH frame which was supposed to be swapped with a SACCH frame (e.g. the 13th or 24th frame in a 26-multiframe for half rate) was monitored on whether it fell into the silence period due to DTX. If so, the corresponding SACCH frame on the other VAMOS sub-channel (which was supposed to be paired with this TCH frame) was treated as being in non-VAMOS mode, and the L2S mapping tables for non-VAMOS mode were looked up for this SACCH frame. Otherwise, the L2S mapping tables for VAMOS mode were looked up for this SACCH frame as usual.
On the other hand, for a VAMOS pair, a TCH frame which was supposed to be paired with a SACCH frame was treated as never being in non-VAMOS mode, even if the pairing sub-channel was in silence period due to DTX.
In this way the exact time of transmitting/receiving SACCH frames was different to that in a full implementation of Shifted SACCH, but since the difference is only one frame period, it was believed to have no visible impact on the overall system performance.
3.6 Downlink power control for Shifted SACCH
With Shifted SACCH a frame that contained SACCH (e.g. the 12th, 13th, 24th, or 25th frame in a 26-multiframe for half rate) could use a different SCPIR and ordered output power level other than those determined by the normal sub-channel power control algorithm. But for simplicity this feature was not simulated.
4 Simulation results
The overall call drop rate is illustrated in Figure 2. L1 and L2 were identified as EFL=31% and EFL=41%, respectively. It can be seen that both RSACCH and SSACCH help to lower the call drop rate in a VAMOS aware network. As the traffic load increased, the gain (in terms of call drop rate) of RSACCH decreased. One of the reasons for this is that at a very high traffic load, the impacts of the delay of PC commands on the efficiency of alpha-QPSK power control algorithm are more obvious. Another reason is that, the higher the traffic load, the lower the probability of a successful soft-combining. With SSACCH also enabled additional gain was observed.
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Figure 2  Call drop rate
To further study the direct reasons of call drops, Figure 3 and Figure 4 present the distributions of call drops classified by call drop reasons. The maximum number of call drops in each figure was normalized to 100.

It could be seen that although at a moderate traffic load, RSACCH obtained solid gains for both “RLT expiry” and “HO timeout”, at a higher traffic load RSACCH did not help to reduce call drops due to “HO timeout”. This could be due to the fact that with RSACCH enabled the probability of timely delivery of SYSINFO’s decreased, hence the probability of handing over to the best cell also decreased. With SSACCH also enabled the situation was improved.
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Figure 3  Distribution of call drops at traffic load L1
[image: image4.emf]Distribution of Call drops (EFL=41%)
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Figure 4  Distribution of call drops at traffic load L2
As indicated in [2] and commented at GERAN#44, the call stability of the network is represented not only by those calls that were dropped due to RLT expiry, but also by those calls with a low RLT_min value. Taking this into account, the CDF of RLT_min was plotted for each simulated traffic load (see Figure 5 and Figure 6). Note that since most calls had a RLT_min close to the initial RLT value (32) and are considered not related to call drops, only a fragment of these CDF’s with an RLT_min range of [0, 20] are shown.
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Figure 5  CDF fragment of RLT_min at traffic load L1
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Figure 6  CDF fragment of RLT_min at traffic load L2
5 Conclusions
It has been shown that both Repeated SACCH and Shifted SACCH can bring system performance gains in terms of call drop rate and more generally call stability. The gains of Repeated SACCH decrease when the traffic loads increase, but even at a critical traffic load Shifted SACCH give promising gains in addition to Repeated SACCH.
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