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GNSS Minimum Performance
 Sensitivity Levels Wrap-up Proposal

Introduction

The AGNSSPTP-Perfreq Work Item aims at defining the minimum performance requirements for the GNSS systems. 

Among the minimum performance requirements, different views still exist on the sensitivity use case. Latest proposal, [2] from Thales, was discussed during GERAN#44 meeting.

Following the outcome of this discussion, some further analysis were executed by Thales in order to comply with the observations received from the other involved companies. In particular :

· Refinements were brought to the fine timing assistance use case

· Consolidation of the demodulation performance (in coarse timing assistance use case) was done.

This paper provides an overview of these additional analysis and their outcomes.

A conclusion highlights the recommendations based on the provided analysis.

Sensitivity use case – Galileo Signal Level in Fine timing assistance
The current section proposes a deep technical analysis of the various contributions provided by the companies participating to the LCS discussions.

In particular it aims at :

· Deepening the critical analysis of [1], which is a contribution of Qualcomm Europe S.A.R.L. provided for GERAN#43, and submitted to a first round of discussions during GERAN#44.

· Updating the content of [2] (which is a contribution of Thales provided for GERAN#44), in order to account for the comments received during GERAN#44.

· And finally, draw an overall conclusion on the sensitivity use case in fine timing assistance scenario, in order to propose a consensual position.

General elements on SIS acquisition 

The sensitivity levels proposed by Qualcomm in [1] were derived from the ION proceeding referenced below as [3]. It is proposed in this sub-section to summarize the content of this paper.

GNSS signal-in-space acquisition relies on several steps, for each searched cell :

1. correlation of the input RF signal with the PRN code replica

2. coherent integration over of a period Tc
3. application of an operator aiming at characterizing the amplitude or the power of the coherently integrated signal

4. and finally non-coherent summations of Tnc successively coherently integrated portions of signals

so that finally, the overall energy measured for each cell after these successive steps can be compared to a threshold.

This process can be illustrated by the 2 following diagrams, in line with the content of the ION proceeding [3]. The first one depicts the detection process with the “magnitude” operator, the second one the process with the “square” operator.
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One of the objectives of the proceeding is to assess the single-sample signal to ratio (snr) evolution along the detection chain, and in particular the so-called “squaring losses”. These loss are defined as follows :

· the coherent integration (first block) brings a gain on the snr. This gain is equal to Tc (coherent integration duration).

In other words : 
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· the non-coherent summations (last block) also brings a gain on the snr. This gain is equal to Tnc (number of non-coherent summations).

In other words : 
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· However, along the chain, losses occurs, so that at the end :
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 (capital case stands for decibel, dB)

These losses are named the “squaring losses”

In order to ease the description, the following assumptions and conventions are used :

· N0 is the noise floor

· B is the IF bandwidth

· fs is the sampling rate

· L stands for the coherent integration losses (assumed here at 3dB)

· 
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· I and Q channels noise is considered white Gaussian noise, so that at test point a :

· 
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· Along the discussions, 2 assumptions are commonly made, and will be referred to as :

· H0 : case where no GNSS signal is present at RF input

· H1 : case where a GNSS signal is present at RF input

· 
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 stands for a non-central chi square distribution, with non-centrality parameter , and k degrees of freedom.

Reminder : such distribution has mean value of (k+) and standard deviation of 2.(k+2)

Therefore, as seen in [3], the variables handled at test point c have the following distributions :

	Test point c

	hypothesis
	Signal Magnitude
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	H0
	Rayleigh
	centralized chi², with 2 degrees of freedom

	H1
	Rice
	non-central chi², with 2 degrees of freedom


Similarly, the variables handled at test point d have the following distributions :

	Test point d

	hypothesis
	Signal Magnitude
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	H0
	Distribution of the sum of Tnc Rayleigh-distributed variables
	centralized chi², with 2.Tnc degrees of freedom

	H1
	Distribution of the sum of Tnc Rice-distributed variables
	non-central chi², with 2.Tnc degrees of freedom


In order to reach its objective (i.e. assessing the squaring losses for each operator “magnitude” and “square”), ION proceeding [3] uses as cornerstone the statistical properties of the above distributions, i.e. mean value and standard deviation, in order to compute the signal to noise ratio, and thus assess the squaring losses.

The following table summarizes for test points c and d these statistical properties.

NB : the red numbers between brackets associated to each quantity displayed in the table are actually links to equation numbers found in [3]. Please follow these links to obtain full definition of each quantity, as seen in [3].

	
	
	H0
	H1

	
	
	Distribution
	mean
	std
	Distribution
	mean
	std
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	Variable : R
	Rayleigh
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	Point c - 
"Square"
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	Variable : 
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	Variable: Y
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	Point d - 
"Magnitude"
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	Variable :M
	" Rayleigh"
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	" Rice”
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	Point d - 
"Square"
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	Variable :
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	Variable : Z
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Table 1 – Variable statistical properties 

Based on these parameters, and using the following snr definition for a given test point x :
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, [3] proposes two expressions of the so-called pre-detection signal to noise ratio, called 
[image: image52.wmf]d
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 in the description above :

1. one for the magnitude operator (using variable 
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2. one for the square operator (using variable 
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Qualcomm, in [1], proposes to exploit the expression of the pre-detection snr computed in [3] in the magnitude operator case as follows :

· the pre-detection snr is computed in the GPS L1C/A case
· then other GNSS signal levels are tuned so that the pre-detection snr obtained for each GNSS are equal to the GPS L1C/A one

· in other words, [1] considers that the pre-detection snr is a good indicator (or figure of merit) of how challenging is a signal acquisition scenario (let’s call it the “detection challenge” level).

Relevancy of pre-detection SNR

Doubts were expressed by Thales in [2] on the relevancy of the pre-detection SNR in this context. This section aims at consolidating these doubts, showing some simulation results.

First question is why we should favor the pre-detection SNR obtained with the “magnitude” operator (as suggested in [1]) compared to the one obtained with the “square” operator one. Indeed, what is proposed in [1] is only a partial view of the content of [3].

Thus, completing the excel file provided with [1] with the “square” operators theory, we obtain the following :

	
	GNSS Signals
	Units

	
	GPS L1 C/A - 10ms
	Galileo E1 - 4ms
	Galileo E1 - 100ms
	

	RF Front End
	 
	 
	 
	 
	 
	 
	

	Signal Strength (SS); 
Acquisition Sensitivity
	-147
	-147
	-142,25
	-143
	-147,65
	-145,2
	dBm

	T0
	290
	290
	290
	290
	290
	290
	K

	Front End Noise Figure, F
	3
	3
	3
	3
	3
	3
	dB

	Teff
	578,6
	578,6
	578,6
	578,6
	578,6
	578,6
	K

	C/No at IF
	24,0
	24,0
	28,7
	28,0
	23,3
	25,8
	dB-Hz

	IF Bandwidth
	2
	2
	4
	4
	4
	4
	MHz

	Noise Power
	-108,0
	-108,0
	-105,0
	-105,0
	-105,0
	-105,0
	dBm

	SNR IF
	-39,0
	-39,0
	-37,3
	-38,0
	-42,7
	-40,2
	dB

	Coherent Integration
	 
	 
	 
	 
	 
	 
	

	Samples per chip
	2
	2
	2
	2
	2
	2
	

	Chip rate
	1,023
	1,023
	1,023
	1,023
	1,023
	1,023
	MHz

	Sample rate
	2,046
	2,046
	2,046
	2,046
	2,046
	2,046
	MHz

	Coherent integration timeTc
	10
	10
	4
	4
	100
	100
	ms

	Number of points, Nc
	20460
	20460
	8184
	8184
	204600
	204600
	

	Ideal coherent gain
	43,1
	43,1
	39,1
	39,1
	53,1
	53,1
	dB

	Coherent Integration loss
	-3
	-3
	-3
	-3
	-3
	-3
	dB

	Actual coherent gain
	40,1
	40,1
	36,1
	36,1
	50,1
	50,1
	dB

	SNR coherent:
	1,1
	1,1
	-1,2
	-1,9
	7,4
	9,9
	dB

	SNR ratio
	1,3
	1,3
	0,8
	0,6
	5,5
	9,7
	ratio

	Noncoherent Integration
	magnitude
	square
	magnitude
	square
	magnitude
	square
	

	Squaring loss
	-0,5
	-4,4
	-2,3
	-5,5
	3,2
	-3,2
	dB

	Total integration time
	1000
	1000
	1000
	1000
	1000
	1000
	ms

	Number of noncoherent sums
	100,0
	100,0
	250,0
	250,0
	10,0
	10,0
	

	Noncoherent gain
	20,0
	20,0
	24,0
	24,0
	10,0
	10,0
	dB

	
	 
	 
	 
	 
	 
	 
	

	Implementation/
handset integration margin
	-3
	-3
	-3
	-3
	-3
	-3
	dB

	
	 
	 
	 
	 
	 
	 
	

	Predetection SNR
	17,5
	13,6
	17,5
	13,6
	17,6
	13,6
	dB

	Magnitude SNR ratio
	7,53
	4,81
	7,50
	4,76
	7,59
	4,81
	ratio


Table 2 – Pre-detection SNR levels
It’s easy to observe that (e.g.) the Galileo levels derived using one method (magnitude ( -147,65 dBm) or the other (square ( -145,2) are not the same, although they should be, from a theoretical stand point, exactly the same in terms of signal detection performance (indeed, no operator isolates better the signal than the other).

The rationale for this has already been given in [2] by Thales : 

· in order to determine how challenging is a signal acquisition scenario, we need to consider the entire variable distributions after non-coherent summations (point d), in both H0 and H1 assumptions. Indeed, only the full distributions allow to determine the achievable detection performance (detection and FA probabilities).

· The postulate used in [1] is that pre-detection SNR is a good indicator of the relative positions of the H0 and H1 variable distributions., and therefore of the achievable detection performance.

· Problem is that this postulate is true only if all considered distributions are similar. Indeed, as reflected by equation (1) above, snr “only” accounts for the average and the standard deviation of the distributions, with no consideration of their actual shape. 

As demonstrated above, according to the number of non-coherent summations, the chi-square low obtained at test point d are different (with different degrees of freedom).

· In other words, even if two identical pre-detection snr can be identified for 2 separate signal acquisition scenarios, these scenarios can actually face different detection performance because of different shape of the H0/H1 variables distributions.

Pre-detection snr is therefore an ambiguous indicator of the “detection challenge” level. Hence, when used in parallel in the two situations described above (magnitude and power detectors), it leads to different conclusions.

The following section provides illustrations of the above described phenomenon.

Thales proposal : use of Detection and False Alarm probabilities

Thales proposal, already provided in [3] and hereby deepened, is to take into account the full distributions shape (under H0 and H1), and use the combination of detection and false-alarm probabilities (respectively Pd and Pfa). These elements are indeed considered to be unambiguous indicators of the so-called “detection challenge” level.

In order to demonstrate the adequacy of such indicators, it is proposed to assess their behavior in the framework of [1].

Thus, for both detection schemes (magnitude and square), the following plots are provided :

· To ease understanding, the following plots of the distributions obtained after the magnitude or square operator (test point c) are provided.
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Figure 1 – test point c distributions
Left : magnitude operator, Right : square operator
as seen in [2]

It is to be noted that, as explained along table 1, the distributions obtained with the different operators are different.

Note : graphs above are extracted from [3]. According to the convention used in this proceeding, the “no-signal” assumption is referred to as [image: image57.png]


 , and the “signal” assumption as [image: image58.png]


. This differs from the convention used in the present paper.
· Pushing the analysis of variables distribution to test point d, the following curves showing misdetection and false-alarm detection probabilities are given.
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Figure 2 – test point d detection performance
Left : magnitude operator, Right : square operator

In the square operator case, the chi-square distribution parameters use are :

· degrees of freedom : 2*Tnc

· non-central parameter ( :

· under H0, ( = 0

· under H1, 
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Figure 3 – test point d detection performance, Pmd versus Pfa

The cases depicted above are intended to represent the detection performance of GPS L1C/A signal with a 10ms coherent integration time, as considered in [1]. Total integration time is 200ms, see note below.

The main conclusion is that despite the fact that the distributions are indeed different along the 2 different methods, the Pd/Pfa approach provides a common view on both situations, showing that they are equivalent in terms of detection performance : the curves in figure 3 are concurrent.

Note : whereas in the square operation case, variable at test point d follows a non-central chi-square low with 2xTnc degrees of freedom (whose analytical expression and properties are well known), in the magnitude operation case variable is a sum of Tnc Rice/Rayleigh-distributed variables. The distribution of such variable are not handy to handle from an analytical point of view.

Therefore, in order to execute the above Pfa and Pmd computation in the magnitude operation case, monte-carlo simulation was executed. Since these simulations were done with a limited number of runs, Pfa/Pmd were characterized down to 10-6 “only”. For this reason, the total integration time used as assumption was lowered to 0.2s, so that the Pfa and Pmd curves do intersect (in figure 2 – left), and that the red curve in figure 3 can be drawn.
· Now , using the Pfa/Pd approach, the assertion of Qualcomm given in [1] is examined in terms of misdetection and false-alarm probability.

We have also displayed the performance obtained with the logic proposed in [1] but using the square operator (red crosses)
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It appears that the use of the pre-detection SNR does not allow to derive other GNSS signal levels (in our example: Galileo) equally challenging as the existing GPS L1C/A ones.

Proposed Galileo signal level

Given the above demonstration of the relevancy of the methodology considered, we are able to provide an update of the sensitivity levels proposed in [1] based on two main refinements :

1. First one is derived from the above analysis : detection and false-alarm probabilities are used as relevant drivers in order to derive the Galileo sensitivity levels

2. Then, for Galileo signal processing, contrarily to what is proposed in [1], RF signal are sampled with 4 samples per chip (i.e. fs=4*1,023 MHz) to be consistent with the 4MHz IF filter bandwidth.

Indeed, the use of a sampling frequency only twice the chip rate is not a proper way to sample the signal of the Galileo E1 OS BOC(1,1) modulation, due to the presence of the BOC sub-carrier.

The impact of the sampling frequency can be understood both through equation (2) above, and through the graph below.

It is similar to the graphs previously submitted by Thales (see [2]) : for a given seeked detection performance (Pmd/Pfa, here respectively fixed to 10-2 and 10-3), the minimum needed power is given function of total integration time. Several curves are provided for various combinations of coherent integration time, sampling rates and IF bandwidth.
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Note : for the above curve, the same assumptions as above has been used : Noise floor at –204 dBW/Hz, 3 dB Receiver NF, 3 coherent integration losses.

The above graph is an update of what has been already proposed in [2] by Thales. Detection performance for “mismatched” IF filter BW and sampling frequency has been added (green curves) in order to highlight the impact of such mismatch (roughly 3 dB degradation). The remaining curves are in line with Thales previous analysis.

As far as GPS L1C/A is concerned, the sensitivity level in fine timing assistance is set to –147 dBm in the TS 45.005. Keeping the coherent integration time assumed by Qualcomm in [1] (10ms), required total integration time is around 360ms (i.e. 36 non-coherent summations) in order to reach the seeked detection performance.

Based on the above displayed elements, it is proposed to introduce additional margin compared to the content of Thales previous proposal in [2] :

· Whereas previous Galileo E1 sensitivity level (fine timing assistance) was proposed at –149 dBm (obtained with coherent integration losses)

· It is now proposed to use a Galileo E1 sensitivity level of –148 dBm total signal power. Indeed; with a 100ms coherent integration time on pilot only (pilot power = -151 dBm, see justification in [2]), such sensitivity is achievable after 500ms total integration time (i.e. 5 non-coherent summations).

As developed in the above demonstration, it is considered that such detection scenario is equally challenging the receiver performance, since being achievable with the same detection and false-alarm probabilities. This is illustrated in the following graph.
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Blue markers indicate the Pmd/Pfa performance achieved for the GPS L1C/A scenario today described in the Technical specification (Ptot = -147dBm, Tc = 10ms, Ttot = 0,36s). Red markers indicate the Galileo OS performance in the proposed scenario (Ptot = -148dBm, Ppilot = -151dBm, Tc = 100ms, Ttot = 0,5s).

Conclusion

In conclusion, we have demonstrated that :

· the use of pre-detection snr as a figure of merit is inadequate in the envisioned framework

· on the contrary, combined Pmd/Pfa approach (see above) is an unambiguous indicator of the “detection challenge” of a given scenario

· another limitation of [1] is the sampling frequency, which needs to be adjusted for proper Galileo E1 OS processing

· and finally that, accounting for the above refinements, Galileo sensitivity level of –148 dBm (total power) is an acceptable minimum requirement for the fine timing assistance use case, since equally challenging the receiver detection ability as the current GPS L1C/A specification.

Sensitivity use case – Galileo Signal Level in Coarse timing assistance

Summary of proposal

In [4], Nokia has proposed to use the bit error rate faced during navigation data demodulation as a performance driver to derive the additional GNSS level of specification. Galileo E1 OS and GPS L1C/A demodulation performance were therefore compared function of received signal power, in order to derive Galileo OS figures.

In [2], Thales proposed an update of the displayed Galileo E1 signal demodulation performance, due to the fact that [4] did not account for the gain enabled by the convolutional encoding.

The following graph summarizes the positions given in [4] (from Nokia, plain lines) and [2] (from Thales, dashed lines).
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Following discussions at GERAN#44, and due to the important discrepancies found between the 2 propositions, it has been decided to seek for additional sources which could help consolidating one or the other position.

Such update is provided in the following section.
Proposed alternate source

[5] was presented at the ION International Technical Meeting 2009. Part of the objective of this paper is to assess the Galileo E1 OS data demodulation performance, via simulation of raw data generation, encoding, transmission (through AWGN channel) and decoding.

The performance thus measured in terms of bit error rate are provided in figure 4 of the mentioned document, and reproduced in the graph below.

We have also added the various proposal made along discussion (papers [2] and [4]), and the perfect GPS L1C/A demodulation performance (Cramer-Rao bound).
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It is observed that the performance measured through these simulations are actually better than the performance dictated by theory used in [2] (magenta curve).

This is an expected result :

· Performance of a soft decision decoding algorithm are given for an “infinite” word (infinite number of bits)

· However, as far as Galileo E1 OS is concerned, data is transmitted using packets : each 240-bit long word is transmitted through two 120-bit long pages. In the decoding process, the first and last states of a given word are therefore known. The algorithm therefore achieves better performance.

Proposed Galileo signal level

Since the new material allowed to confirm that not only the proposal from [4] (Nokia) is far too pessimistic, but also the one from [2] is slightly pessimistic, it is proposed to maintain the sensitivity level found in [2], i.e. –142 dBm.

According to the above additional source, the achievable demodulation performance of the Galileo words for such signal power is compatible with the targeted technical specification success rate (with margins).

	
	Thales proposal
with additional source
	Thales proposal
from [2]

	Total signal power (Data + Pilot)
	-142 dBm
	-142 dBm

	BER
	2,00E-05
	1,00E-04

	Word length (bit)
	240
	240

	Perfect demodulation probability
	99,52%
	97,63%


Recommendations

It is therefore recommended that :

1. In the sensitivity test case with coarse timing assistance, the strong Galileo signal level is –142 dBm and the other Galileo signals level is –148dBm

2. In the sensitivity test case with fine timing assistance, the Galileo signal level is –148dBm

As developed in the above sections, it is highlighted that these sensitivity levels are proposed accounting for reasonable margins, and that better performance could actually be achieved in practice.
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