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Impacts of improved coding for Time-Based PAN
1. Introduction
In GERAN2#35bis, it was proposed to modify the existing coding for time-based PANs from fixed length codepoints which use 2 bits per radio block, to variable length codepoints derived using the principle of Huffman coding (i.e. where codepoints are specified so that the shortest codes are those that are most likely to occur).

Although it is quite clear that, by definition, such a coding scheme would be more efficient on average, it was questioned whether some form of catastrophic failure could occur in severe radio conditions due to the fact that the longest codepoints in the proposed scheme are longer than those used in the existing approach.

This paper aims to provide reassurance that no such catastrophic failure will occur. Note that comparisons with SSN-based FANR or non-FANR ACK/NACK (e.g. Packet Downlink Ack/Nack) approaches are outside the scope of this paper.
Since TB-FANR is specified for the downlink only (i.e. it acknowledges uplink data), the exact transmission strategy is implementation dependent and is not standardised.  
In this paper, we consider three scenarios:


1. RLC non-persistant mode with event-driven FANR


2. RLC non-persistant mode with periodic FANR


3. (Relatively) Latency-insensitive traffic using RLC acknowledged mode 

2. Some observations on TB-FANR & NPM
It is important to note some key features of the time-based scheme.
First, the main intended application of FANR is for latency-sensitive applications, using RLC Non-persistant mode (NPM). In extreme conditions, when latency requirements are very tight, there may be no point in carrying out retransmissions of failed blocks, and therefore no FANR is needed. With slightly weaker requirements (as might be expected to apply to VoIP in GERAN), retransmissions are beneficial if and only if they can be triggered with minimal (or at least, very low) delay.
Second, note that in NPM, it is not necessary for positive acknowledgements to be received by the transmitter in order to advance the transmit window.  Therefore, in very good radio conditions (BLER = 0), ACK/NACK reporting is not required at all.
3. Event-based FANR for latency sensitive traffic using RLC NPM
For event-driven FANR generation, it is clear that the "coverage" (i.e. the number of blocks which the PAN refers to) is not critical, provided that the missing block is reported to the MS, as shown in the figure below. Since the PAN is generated as soon as a missing block is observed
, there is no possibility that the missing block is not covered by the PAN.
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Figure 1 - Event-driven PAN
Note that FANR requires a modulation and coding scheme that allows piggy-backing of a PAN (e.g. not MCS-9). It is assumed that where TB-PANs are generated at the BTS, this would be ensured by the PCU.  In any case, for VoIP, the most appropriate coding scheme for downlink traffic is expected to be MCS-2 or MCS-3.  Note that if it cannot be guaranteed that the MCS will be appropriate, then either i) an event-based PAN could be delayed, while the BTS waits for a downlink block with suitable MCS, or ii) a form of periodic FANR, under the control of the PCU needs to be implemented.  In the latter case, the periodicity must be such that missing blocks are reported to the MS with low delay to allow retransmissions to take place fast enough – this is a covered in the next section.
4. Periodic FANR for RLC Non-Persistant Mode
Where PANs are sent periodically rather than in response to errors, there are two issues which could govern how frequently PANs are sent: 1) The PAN should preferably cover all errors observed since the previous PAN was sent, and 2) errors must be reported fast enough to ensure the latency and packet loss requirements for the application are met.

For any given application requirements (i.e. NPM transfer time, and packet loss rate), the extent to which each of the above are limiting factors will depend on the prevailing radio conditions: in good radio conditions, the loss target may be acheivable even if only one retransmission is possible within the NPM transfer time – this would allow less frequent PANs and so coverage may be an issue
. In poor radio conditions, it could be required that 2 or more retransmissions must be possible within the NPM transfer time, then, the speed of reporting is critical, requiring frequent PANs and meaning that coverage is not critical.

Considering that radio conditions may change rapidly, it would be prudent for the PCU to schedule PANs assuming poor radio conditions.

In any case, the longest codepoint in the proposed scheme is 3 bits, allowing a minimum of 6 radio blocks to be reported per PAN
; if this is covering 1 PDCH or 2 PDCHs (either in a RTTI PDCH-pair or two BTTI PDCHs) this yields a coverage of 120ms or 60ms. 

This would mean a worst-case delay of 120ms/60ms just in reporting an error (excluding actual transmission times, processing delays etc.) and this is likely to be too high to allow the loss/delay requirements to be met.

Therefore, to use a periodic TB-FANR approach for latency-sensitive applications it is expected that the frequency of reporting (required to meet delay targets, taking into account the possibility that radio conditions could degrade rapidly) would be the limiting factor, rather than the coverage of a particular PAN.
5. RLC Acknowledged Mode using TB-FANR
Although not the key focus of FANR, it may nonetheless be feasible to use FANR to improve the performance of RLC acknowledged mode TBFs. The key difference between NPM and Acknowledged Mode is the fact that positive acknowledgements are required to alow the transmitter to advance its window.  A secondary difference is the fact that latency is not such a critical metric, although it is obviously preferable that any latency in the Ack/Nack mechanism does not increase the risk of protocol staling.

However, it should be noted that it is impossible to guarantee that stalling will not occur if only TB-FANR is used, due to the fixed (in time) coverage provided by any given PAN: once a particular transmission becomes 'too old' to report in a PAN, it is impossible for the FANR mechanism to 'catch up' and stalling will occur unless a PUAN is sent.  This situation could occur, for example, if earlier PANs which did acknowledge that transmission were not received correctly – even if TB-PANs were sent continuously, there is a finite non-zero probability of the TBF stalling.

The need for positive acknowledgements would therefore preclude a purely event-driven approach, particularly in good radio conditions.  On the other hand, periodic sending of a TB-PAN could yield good coverage, providing positive acknowledgements. In addition, PANs would have to be sent relatively frequently in order to ensure the required coverage for positive acknowledgements, therefore yielding relatively fast feedback for lost data, compared with less frequent PDANs/PUANs.

6. Coverage comparison for TB-FANs using different coding schemes
For the above, we have seen that for latency-sensitive traffic using NPM, latency requirements mean that either an event-based approach or a periodic PAN transmission (with high frequency) is required.  In both of these cases, coverage of the PAN is either not an issue, or is easily met considering the worst possible sequence of codepoints using either scheme.

It is nonetheless useful to consider the issue of coverage in RLC acknowledged mode, where a periodic PAN transmission is required to ensure positive acknowledgements.
The graphs below show the distribution of the coverage (in radio blocks) of time-based PANs using the proposed coding.  Bear in mind that the maximum coverage of the existing coding is 10 blocks. Four quite serious (high BLER) scenarios are chosen: MCS2 at 5dB and 10dB (approximate BLER for initial transmission, with no piggy-backed PAN is 40% and 10% respectively
) and MCS8 at 15 and 20dB (BLER of 60% and 30% respectively).
It can be seen that only in very rare cases does the coverage of a PAN fall below that of the current specification.
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Figure 2 - Coverage for MCS-2
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Figure 3 - Coverage for MCS-8

It should be noted that the following assumptions were used 

- block errors are calculated independently


- every block in the covered PDCHs must be reported


- the same (poor) radio conditions apply to every radio block being reported

Both of these are pessimistic; in particularly, the second implies that all blocks covered by the PAN are blocks sent in FANR TBFs, with the same TTI as the PAN.  If any multiplexing with non-FANR blocks or blocks sent using different TTIs occurs, then the shortest (1-bit) codepoint can be used, further increasing the coverage of the PAN (in the present coding, 2 bits must be used).

Coverage will further improve if radio conditions are better (as more blocks are received correctly, the coding efficiency improves).
7. Conclusion
It has been shown in this paper that the coverage of the PAN (i.e. the number of radio blocks which it refers to) is not critical for latency-sensitive traffic using NPM – this is obviously the key scenario for which FANR was intended – particularly in bad radio conditions (where fast retransmissions are required to meet the loss targets, therefore requiring event-driven, or very frequent periodic PAN transmissions).
Nonetheless, it has also been observed that were TB-FANR to be used for other types of traffic (such as for RLC acknowledged mode), then coverage could be more important. Simulations have shown that the coverage using the proposed coding is in the vast majority of cases, as good as, or better than the existing coding, even in quite severe radio conditions, and using pessimistic simulation assumptions. However, for these types of applications, it should be noted that periodic supplementary ACK/NACK messages (i.e. PUANs) must be sent to ensure stalling does not occur.
Returning to RLC non-persistant mode, as was mentioned earlier, PAN coverage is only a concern where radio conditions are good enough that the PAN latency is not critical; simulations have shown that PAN coverage is improved (on average) for scenarios, but especially so in good radio conditions.

In general, as pointed out in G2-070322, higher coverage yields the following benefits:

- improved spectral efficiency (possibly better than uncompressed PUAN bitmaps);

- reduced frequency of PANs needed to achieve same coverage;
- or, higher coverage (and therefore higher resilience) of PANs for given periodicity.
The latter could reduce the need for additional PUANs in acknowledged mode.
A further benefit of this approach is that it minimizes the amount of bits used in the bitmap when reporting blocks that belong to non-FANR TBFs, or which use a different TTI. Since no MS will read these bits, the shortest code i.e. 1 bit, can be used for these radio blocks.

� A PAN can be triggered even if the header cannot be decoded


� Obviously if radio conditions are such that the loss requirement is met without any retransmissions then the performance of the FANR scheme is irrelevant.


� Note that this would imply a BLER of 50% averaged over all transmissions, including retransmissions processed using IR.


� If a PAN is included, the data BLER is even higher
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