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1     Introduction
Reducing the latency in the evolved GERAN is not only important for VoIP but also for other services, notably those run over TCP/IP. The purpose of this contribution is to show that reduced latency is also important for FTP and HTTP applications that use TCP. To this end, simulations have been made on a model of the BSS and CN to obtain values of the user bit rate and download times for these applications. 
In Section 2 the simulation model is described. Bit-rate and download times for FTP and HTTP follow in Sections 3 and 4. Measured values of the RTT at various points in the network are then given in Section 5 to indicate of the major contributors to the latency. The importance of the PING size to set RTT requirements for TCP is treated in Section 6. Section 7 concludes this contribution. 
2     System model and TCP parameters
We begin by describing the simulation network topology and method. 
RTT simulations using constant bit rates are performed using a simplified model of GERAN and the CN, see Figure 1. We only consider RLC retransmissions, the most important loop. 
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Figure 1. Simulation network topology.
The purpose of the simulations is to obtain end-2-end bit rates and download times as functions of RLC RTT and “Server to BTS latency”. The latter is a one way delay, whereas RLC RTT is a delay loop in UL and DL. More precisely, the RLC RTT is the delay from a TTI is received until erroneous PDUs are filtered out for retransmission plus one TTI, i.e. it includes processing delay, delay for sending RLC NACKs/ACKs and an immediate retransmission. Furthermore, Server to BTS latency is the time from an IP packet is sent from the server to it is available in the buffer for the first transmission over the radio. 

The radio link model can be described as follows: IP packets are segmented into PDUs in the BTS node, and a TTI contains a number of PDUs. The number of PDUs depends on the channel bit rate and PDU size. The simulator waits TTI ms and determines which PDUs are erroneous. The erroneous PDUs are scheduled for retransmission (RLC RTT – 1 TTI) ms later. 

A PDU is determined to be erroneous or not by drawing a uniformly distributed random number between 1 and 100. If the random number is less than a constant “target number” (BLER), this PDU is considered as erroneous, and is thus scheduled for retransmission (RLC RTT – 1 TTI) ms later. The errors of the following PDUs are independently generated. We assume that an unlimited number of retransmissions can occur, and that the RLC buffer and window size are unlimited. PDUs for retransmission are prioritized over PDUs that are waiting for a first transmission. The possibility that NACKs are erroneously interpreted in the Node B (which would lead to unnecessary RLC retransmissions) is not modelled. IP packets are forwarded to the upper layers in-sequence. 
The DL and UL bit rates are assumed to be constant. Two sets of rates are used in  order to show the impact of RTT on the PHY improvements suggested. To this end, standard MCS-6 EDGE rates in a 4+2 timeslot configuration is compared to an GERAN Evolution counterpart with four times higher bit rate. 
The radio link parameters are summarized in Table 1. 
	Parameters
	GERAN ev.
	EDGE

	DL bit rate [kbps]
	454.4
	113.6

	UL bit rate [kbps]
	227.2
	56.8

	DL PDU size [bytes]
	142
	71

	UL PDU size [bytes]
	71
	71

	In sequence delivery
	Yes
	Yes

	TTI [ms]
	20
	20

	DL and UL BLER [%] 
	10
	10


Table 1. System parameters

The BLER value is important: a reduction to 1% will essentially remove the impact of RLC RTT, but the capacity will be lower. We only use a 20 ms TTI value here, this is not important for the performance results shown later. However, a 10 ms TTI would enable lower RLC RTT values; these are just assumed below.   
The TCP settings are shown in Table 2. 

	TCP settings
	

	TCP version
	NewReno

	Packet size [bytes]
	1500

	TCP initial cwnd [packets]
	2

	TCP max cwnd [packets]
	42

	TCP ssthresh [packets]
	40

	ACK delay at receiver [ms]
	100

	Min RTO [sec]
	1.0


Table 2. TCP settings. 

There are no packet losses in the network. The TCP ssthresh is the window size at which TCP enters congestion avoidance. Hence, up to ssthresh TCP window increases exponentially and after ssthresh the TCP window increases linearly. Generally, TCP is in the exponentially increasing phase at all times in the simulations performed in this contribution. 

The TCP timeout timer (Retransmission Timeout, RTO) is set to 1 s, timeouts do only occur for the largest values of RLC RTT. 
3     FTP performance
First we consider an ftp application. An ftp download of 100 kB application data is performed 10 times. Figure 2 displays the end-2-end average bit rates for EDGE MCS-6. Rates above 90 kbps are obtained for RLC below 100 ms if the Server to BTS delay (one way) is low, but the decay of the bit rate with delay is rather slow for these PHY (radio link) rates as expected. 

Higher PHY rates are more sensitive to delays as shown in Figure 3, which shows the corresponding results for the four times faster GERAN Evolution (GEV) radio link. For low latencies peak rates exceed 280 kbps, and these are substantially reduced if the RTT is higher. The reductions are of the order of 30-40% if the RLC RTT increases from 50 ms to 300 ms depending on the Server to BTS latency. The gains are larger if the latter (one-way) delay is smaller: up to 80% in some cases by reducing the RLC RTT from 300 to 50 ms. 
Figure 4 displays the GEV result in a different form. The jerk in the curve at 300 ms RLC RTT and 50 ms Server to BTS latency is due to a TCP timeout occurring once out of 10 simulations. 
It is concluded that reducing the RLC RTT to exploit the increased link rates in GEV is important also for the FTP application. It is also important to reduce the Server to BTS delay.
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Figure 2. ftp: average bit rate in kbps for EDGE.
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Figure 3. ftp: average bit rate in kbps for GEV.
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Figure 4. ftp: average bit rate in kbps for GEV.
4     HTTP download
Next we consider download of a WEB page (http). The format of the web page is shown in Table 3.
	WEB page
	

	Number of objects
	8

	Packet size [bytes]
	1500

	Size object 1 [packets]
	41

	Size object 2 [packets]
	45

	Size object 3 [packets]
	8

	Size object 4 [packets]
	7

	Size object 5 [packets]
	4

	Size object 6 [packets]
	4

	Size object 7 [packets]
	3

	Size object 8 [packets]
	2


 WEB page.

The HTTP download is only performed once. The WEB page objects are downloaded in sequence, i.e. the download of the second object starts after the first object has been completely downloaded. For the HTTP we show download times rather than bit rates to get an indication of the user experience.
The download time for the WEB page in Table 1 is shown in Figure 5 as a function of the Server to BTS latency. The reduction of download time varies between 40 to 60% as server to BTS latency is reduced from 200 to 10 ms, with lager reductions the lower the RLC RTT. 

The same results for constant Server to BTS delays are shown in Figure 6. The reduction of download time varies between 25 to 50% if RLC RTT is reduced from 300 to 50 ms, with larger reductions the lower the Server to BTS latency.

In the extreme case the download reduces from 30.3 to 8.8 sec if both RLC RTT and Server to BTS latency is reduced simultaneously.
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Figure 5. HTTP download time.
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Figure 6. HTTP download time.
Like for the FTP application, it is concluded that the HTTP application will also benefit from the GEV PHY if the latency is reduced. 

It is noted that the TCP performance as a function of the delays defined above will not change if the TTI is reduced, but a reduction of the TTI will make it possible to attain lower values of the RLC RTT and the Server   
to BTS latency. The gains will increase then, and the GEV PHY improvements will be exploited.  

5     Measured delays in BSS and CN
The above results have shown the importance of reducing the RLC RTT and Server to BTS latency. The BSS to MS delay is indeed the major contributor to the delay, at least in the current network implementations. 
To give an idea about the delay values some measurement data is presented below. The measurements were taken using a Nokia 6230 TEMS connected to a PC in a lab environment with a single EDGE capable TRX and a 4*64 kbps dynamic ABIS pool. 855 PING (32 Bytes) requests were captured. There was no other traffic in the network.
The results show that the CN delay (RTT_Gb_Gb: observed on Gb uplink to seen on Gb downlink) is about 1.5% of the total PING delay to the DNS server. The downlink BSC delay is larger than UL due to TBF allocations.  
The RTT_MS_MS (total round trip) varied between 540 ms to 1200 ms, whereas the RTT_Abis_Abis (Abis up to Abis down) varied from about 70 ms to 190 ms. Hence the BSS to MS is the major contributor to the end-2-end delay.  
The measurements indicated that the RLC_RTT constitutes the main part of the delay. It is likely that the PC-MS PPP link delay and the MS processing delay is significant, but that could not be measured. 
6     The importance of the PING size

The average end-2-end RTT is important for TCP, but the smaller PING sizes do not show the impact of the RLC RTT for TCP. A 64 byte PING will be contained in a single PDU, whereas a 1500 Byte PING is segmented into many PDUs where the probability that at least one of them is retransmitted is substantially higher.  
To show this effect we consider PING sizes of 64 and 1500 Bytes, respectively. In the simulations, the end-2-end RTT is measured 50 times and the time between the pings are set to 2.002 sec. By the 2 ms extra wait between the PINGs, the time that the IP packets arrive to the buffer for first transmission over the radio is phase shifted compared to the TTI clock. Hence, in average each packet will wait ½ TTI before next TTI is sent.
Figure 7 shows the average end-2-end delay as a function of the RLC RTT and the Server to BTS latency for a 64 Byte PING. Note that there is hardly any dependence on the RLC RTT since retransmissions occurs infrequently. Even though the GERAN evolution RTT requirement is 100 ms, it is worth to notice that at 50 ms RLC RTT and 10 ms Server to BTS latency the average end-2-end RTT is around 90 ms.
[image: image7.wmf]
Figure 7. Average end-2-end RTT.
The results for a 1500 Byte PING are shown in Figure 8, which clearly shows the effect of an increased RLC RTT on the average end-2-end RTT.

The Figures 9 and 10 show the minimum observed end-2-end delay. For the 64 Byte PING there are no retransmissions over the radio link and essentially no dependence on RLC RTT. The increase of the delay for higher RLC RTT that can be observed in Figure 10 are due to non of the 50 IP packets are transferred without RLC retransmissions, which indicates the high probability of retransmissions for large IP packets.  Thus, for TCP traffic, it is not enough to put a requirement on PING RTT of small packets, since RLC RTT may be high and give poor TCP throughput. 
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Figure 8. Average end-2-end RTT for 1500 bytes IP packets (including header).
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Figure 9. Minimal observed end-2-end RTT for 64 bytes IP packets (including header).
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Figure 10. Minimal observed end-2-end RTT for 1500 bytes IP packets (including header).
7     Conclusions
In this contribution, simulated end-2-end bit rates and download times for FTP and HTTP applications as functions of RLC RTT and the one-way delay “Server to BTS latency” have been presented. The aim has been to show that for applications that are using TCP as transport layer, it is important to reduce the latency to exploit the GEV PHY gains. 
For the FTP application, bit-rate gains of up to 80% have been recorded when the RLC RTT was reduced from 300 to 50 ms and the “Server to BTS latency” was sufficiently small. Download times for a hypothetical web page were also given: the reduction of download time varied between 40 to 60% as the Server to BTS latency was reduced from 200 to 10 ms, with larger reductions the lower the RLC RTT. Even higher gains were recorded if the RLC RTT and the Server to BTS delay were reduced simultaneously. Generally, the impact of the RTT was smaller for the lower EDGE rates.  

It is remarked that the TCP performance as a function of the delays defined above will not change if the TTI is reduced, but a reduction of the TTI will make it possible to attain lower values of the RLC RTT and the Server   
to BTS latency. Measurements have indicated that RLC RTT is the major contributor to the end-2-end RTT.

It is concluded that for downloads, it is important to reduce RLC RTT and the one-way delay from server to BTS to improve TCP performance and exploit the higher PHY rates supplied by the evolved GERAN. Remark that it is not enough to put a requirement on PING RTT of small packets, since RLC RTT may be high and give poor TCP throughput.



