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1 Introduction

SA4#35 agreed on the Raptor code as the single mandatory MBMS FEC (Forward Error Correction) scheme for MBMS file delivery and streaming in Release 6. SA4 recommended to SA#28 the adoption of Raptor codes as the only mandatory FEC for MBMS. The corresponding CR to TS 26.346 [1] adopting Raptor FEC for MBMS was approved by SA#28 [2].

With the introduction of Forward Error Correction on the application layer, significant flexibility is added to MBMS download and streaming delivery. This document provides some background on the properties and characteristics of the application layer FEC. GERAN received additional and complementary information on this topic within an LS, S4-050384  [3] (= GP-051501), sent from SA4 to GERAN. In this LS an additional concept referred to as Permeable-Layer Receiver (PLR) is mentioned. The objective of this contribution is to provide more background information on this advanced receiver technology. In addition, simulation results which compare the performance of a conventional receiver with the performance of this new receiver concept are shown. Necessary modifications to the protocol stacks are discussed and GERAN’s opinion for an appropriate way forward would be appreciated. 

2 Background on Application Layer FEC in SA4

For MBMS, SA4 adopted flexible schemes for MBMS download and streaming delivery on top of UDP/IP. The resulting IP packets are mapped on the corresponding MBMS bearer within GERAN and UTRAN. Whereas the FLUTE framework has been adopted for download delivery, for streaming delivery a new framework based on RTP has been developed.  A major component of both frameworks is a systematic Raptor code which provides significant flexibility, relatively low decoding complexity, as well as performance very close to an ideal erasure code. The code operates on entirely lost IP/UDP packets and is exclusively erasure-based. In this case, “ideal” means that for a code consisting of K source symbols and N-K parity symbols, i.e. overall N encoding symbols, reconstruction is feasible if any K of the N encoding symbols are present at the decoder. The Raptor code on average only needs slightly more than K symbols to recover all K source symbols. 

The Raptor code is characterized by the fact that the performance increases with increasing K. Due to this reason, in TS 26.346 it is allowed and even recommended to use larger K, resulting in a larger amount of symbols and better correction capability. However, the source block to be protected is for many cases limited to some size B in bytes either due to a limited file size in case of download delivery or due to delay constraints in streaming delivery. Then, the symbol size T is adapted to T=B/K which can result in rather small symbols, e.g. T=32 bytes. Transporting each symbol in a single UDP/IP packet would lead to a significant waste of bandwidth due to (RTP or FLUTE)/UDP/IP/(SNDCP/LLC or PDCP) overhead, especially as it is not clear whether header compression will be applied in GERAN. Therefore, it is allowed and even very reasonable to transport multiple symbols (G) in a single FLUTE/UDP/IP or RTP/UDP/IP packet. However, in general the loss or error of a single RLC-PDU results in the loss of an entire UDP/IP packet, latest at the UDP layer, as the UDP checksum fails in case of losses or errors on the underlying layers. The packets might even be dropped earlier at the RLC layer, the LLC/SNDCP and PDCP layer, or the IP layer if the header checksum fails.

Further details are discussed in the FEC report from SA4 to SA [4], which includes also selected simulation results for MBMS over GERAN based on agreed simulation test conditions between SA4 and GERAN. Additional details on such simulation results are available in documents S4-050331 [5], S4-050332 [6], S4-AHP219 [7], and S4-050343 [8].

3 Permeable-Layer Receiver Concept

3.1 Motivation

In document S4-050089 [10], the Permeable-Layer Receiver (PLR) concept has been introduced to SA4. The explanation of this concept can be approached from different perspectives which explain the potential for improvements of the application layer FEC concept by introducing an advanced receiver. The following issues are observed.

1. Usually, forward error correction is applied in the physical layer as at this stage additional information such as soft information or bit errors are accessible rather than erasures of entire packets. This generally improves the efficiency of FEC. GERAN even considered erasure-based RS coding on the RLC layer at some point of time.

2. Due to the mapping of arbitrary length IP packets on fixed length RLC-PDUs, especially in GERAN it is common that a single IP packet spans more than one RLC-PDU. However, with the loss of a single RLC-PDU, usually the entire UDP/IP packet is lost as already outlined earlier. Therefore, it is in general beneficial for the application to generate packets of relatively small size such that the loss of a single RLC-PDU does not result in the loss of too many bytes. However, short packets are costly due to the overhead in UDP, IP, and LLC/SNDCP layer. TR 26.946 [9] recommends a suitable IP packet size given an RLC-PDU loss rate, an RLC-PDU size, as well as the header overhead assigned to each UDP/IP packet. However, especially for radio systems with relatively small RLC-PDUs and higher loss rates, e.g. 10% such as GERAN, the IP/UDP/SNDCP/LLC overhead is significant in the range of 20-30%.

3. Alignment of UDP/IP packets to RLC-PDUs can in general not be assumed as this would be costly as well and would need padding overhead.

4. The Raptor code allows to and benefits from the definition of larger source block length K at the expense of smaller symbol size T  for a fixed source block size B.  

From these observations, it would be beneficial to reduce the percentage of UDP/IP/SNDCP/LLC header overhead by header compression, longer packets, or both. Furthermore, the FEC strength should be aligned such that for the worst-case considered user for most of the time sufficient data to recover the source block is available. Finally, it is obvious that it would be helpful to forward as many correctly received symbols to the Raptor decoder as possible. The PLR targets on the latter approach and benefits significantly if the overall system is designed such that 

· the header overhead percentage is minimized,

· the FEC strength is adapted,

· encoding is such that individual additional symbols are accessible.

3.2 Simple PLR

In document S4-050089 [10], three different modes of the PLR have been introduced. In the following we will concentrate on the simple PLR which operates with the same Raptor decoder as a conventional receiver. In this mode, as long as the LLC/SNDCP, IP, UDP headers and - in case of streaming delivery - the RTP and the RTP FEC payload headers or  - in case of download delivery - the FLUTE header are correctly accessible (i.e. none of this header information is part of a lost RLC-PDU), the remaining correctly received encoding symbols can be used to recover the source block, even though part of the packet payload is lost. However, even with the PLR, if any header data is lost, the entire packet is considered to be lost. 

An example for such an operation mode is shown in [10].

However, the operation of the PLR is only feasible and successful under the following conditions:

1. The RLC layer knows the correct size of the lost RLC-PDU.

2. The LLC/SNDCP layer passes erroneously received RLC-SDUs to the IP layer.

3. The IP layer passes erroneously received IP payloads to the UDP layer.

4. The UDP layer passes erroneously received payloads to the FLUTE or RTP FEC decoder, but only in case that the erroneous part can be appropriately inserted into the source block at the FEC decoder.

5. The FEC decoder knows which symbols are correct and which symbols are lost. Erroneous symbols, i.e. symbols containing bit errors, must not be forwarded to the standard FEC decoder.

All these assumptions except 3 are in general not valid for a Release-6 compliant receiver protocol stack, but might realized in a proprietary implementation of the receiver. If mandated, modifications in the protocol stack would have to be specified. These modifications are discussed in the following.

3.3 Protocol and Specification Modifications

The satisfy the conditions, the following protocol modifications would be necessary:
· RLC layer has to indicate the loss of an RLC-PDU and its length to the upper layers. 

· The LLC/SNDCP layer has to pass the partly received information to the upper layers.

· The IP layer can operate unmodified.

· The UDP layer would either have to have all information available from the lower layer or UDPlite would have to be used appropriately. Implications on the use of UDPlite, e.g. bit errors on the core network or the access network, should also be considered.

· The indication of lost and correctly received symbols has to be available to the FEC decoder requiring an appropriate interpretation of the UDP payload.

Security issues might need to be considered. These issues would have to be addressed within GERAN as well as SA4, possibly SA3 would have to be involved in the discussion as well.

4 Selected Simulation Results for Download Delivery

4.1 Test Conditions

In the following we provide simulation results for different agreed test cases. The simulation conditions according to S4-AHP252 [12] have been used. S4-AHP252 includes, among others, some information on how to appropriately simulate MBMS GERAN bearers. The simulation conditions have been confirmed by GERAN in a reply LS to SA4 within document number S4-AHP255 (= GP-051177 [13]). For completeness, the simulation parameters for MBMS download delivery over GERAN are listed in Table 1.

Table 1 Simulation Parameters for MBMS download delivery over GERAN.

	GERAN Download

	Bearer rates
	28.8kbit/s, 59.2kbit/s, 118.4kbit/s

	RLC PDU size
	36 bytes, 74 bytes, 74 bytes respectively

	RLC BLER
	for 28.8 kbit/s 0.1%

for 59.2kbit/s : 0.5%

for 118.4 kbit/s: 1%, 10%

	RLC block loss pattern
	Independent random loss

	Number of trials
	At least 10,000 for files <= 512KB, 3,000 for 3072KB

	File sizes
	50KB, 512KB, 3072KB

	FLUTE payload size
	at most 456 bytes, (for 10% BLER at 118.4 kbps also simulate a case with 146 bytes payload)

	ROHC
	No

	SNDCP/LLC/IPv4/UDP header
	38 bytes

	FLUTE header
	16 bytes

	FEC overhead
	Varied in steps of X packets, where X=ceil(0.005N) and N is the number of packets containing source data 


The output should be reported in terms of FEC overhead for the purpose of FEC evaluation. However, it has been decided to instead use the overall download time of file as it gives better indication. Different test cases are investigated for the following parameters:

	Test 
Case
	File 
Size
	Symbol size T
	Source block length K
	Symbols per packet G
	FLUTE payload size
	Source Blocks per file

	1
	50 kB
	44
	1164
	10
	440
	1

	2
	512 kB
	456
	1123
	1
	456
	1

	3
	3 MB
	456
	6899
	1
	456
	1

	4
	50 kB
	11
	4656
	40
	440
	1

	5
	512 kB
	76
	6738
	6
	456
	1

	6
	3 MB
	tbd
	tbd
	tbd
	tbd
	>1


The first three test cases correspond to recommended parameters from SA4. The latter threecases are more adapted to the needs of the PLR, but are also permitted. An adaptation for large files is currently investigated. In Appendix 1 detailed results for download delivery for different test cases are shown applying an ideal code as well as the Raptor code. For each case results for a conventional receiver (CR) as well as for the PLR are shown. Summarized results for all test cases will follow.  

4.2 Summarized Results for Recommended Parameters

In Table 2 the required download times for 99% probability of recovery at specific GERAN operation points for test cases 1-3 are shown for Raptor codes for both receiver types for the recommended parameters. It is observed that

· in case that multiple symbols are transmitted in one packet, i.e. G>1, the PLR performance is better than the performance for the conventional receiver.

· for higher loss rate the gains are significantly and the delivery time can be reduced to about 60% compared to the conventional receiver.

· overall the preference for higher loss rates is obvious, especially if the PLR is applied. The 10% RLC-PDU loss rate is still very well supported.

· in case that each packet contains a single symbol, i.e. G=1, no gains of the simple PLR are visible.
Table 2: Download time required for 99% probability of recovery at specific GERAN operation points for recommended parameters.
	Operation Points
	File size
	Test Case
	Raptor
CR

sec
	Raptor
PLR

sec
	Download
Time
Reduction
CR/PLR

Raptor

	Low Bitrate (CS3)

0.1% BLER

28.8 kbit/s

C/I=???
	Small (50KB)
	1
	16.87
	16.32
	3.26%

	
	Medium (512KB)
	2
	162.6
	162.6
	0%

	
	Large (3072KB)
	3
	993.2
	993.2
	0%

	Medium Bitrate (MCS-6)

0.5% BLER

59.2 kbit/s

C/I=???
	Small (50KB)
	1
	8.54
	8.14
	4.68%

	
	Medium (512KB)
	2
	81.57
	81.57
	0%

	
	Large (3072KB)
	3
	497.6
	497.6
	0%

	High Bitrate (MCS-9)

1% BLER

118.4 kbit/s

C/I=???
	Small (50KB)
	1
	4.54
	4.17
	8.15%

	
	Medium (512KB)
	2
	42.84
	42.84
	0%

	
	Large (3072KB)
	3
	259.6
	259.6
	0%

	High Bitrate/High Error Rate (MCS-6)

10% BLER

118.4 kbit/s

C/I=17 dB
	Small (50KB)
	1
	10.32
	6.16
	40.26%

	
	Medium (512KB)
	2
	93.5
	93.5
	0%

	
	Large (3072KB)
	3
	553.9
	553.9
	0%


Note that a modification in the receiver operating on smaller units that symbols could be implemented. This is referred to as “advanced PLR” in Tdoc S4-050089 [10]. In this case significant gains could also be seen for standard parameters.
4.3 Summarized Results for PLR-Optimized Parameters

In Table 2 the required download times for 99% probability of recovery at specific GERAN operation points for test cases 1-3 are shown for Raptor codes for both receiver types for the PLR-optimized parameters. It is observed that:
· the adaptation to the PLR does not sacrifice the performance of the conventional receiver.

· with these parameters consistent gains are observed.

· for higher loss rates the gains are significant for all file sizes investigated.

It is still necessary to define PLR adapted parameters for very large files.
Table 3: Download time required for 99% probability of recovery at specific GERAN operation points for PLR-optimized parameters.
	Operation Points
	File size
	Test Case
	Raptor
CR

Sec
	Raptor
PLR

sec
	Download
Time
Reduction
CR/PLR

Raptor

	Low Bitrate (CS3)

0.1% BLER

28.8 kbit/s

C/I=???
	Small (50KB)
	4
	16.87
	16.32
	3.26%

	
	Medium (512KB)
	5
	162.7
	160.1
	1.60%

	
	Large (3072KB)
	6
	tbd
	tbd
	

	Medium Bitrate (MCS-6)

0.5% BLER

59.2 kbit/s

C/I=???
	Small (50KB)
	4
	8.54
	8.08
	5.38%

	
	Medium (512KB)
	5
	81.62
	79.54
	2.41%

	
	Large (3072KB)
	6
	tbd
	tbd
	

	High Bitrate (MCS-9)

1% BLER

118.4 kbit/s

C/I=???
	Small (50KB)
	4
	4.54
	4.14
	8.81%

	
	Medium (512KB)
	5
	42.87
	40.60
	5.30%

	
	Large (3072KB)
	6
	tbd
	tbd
	

	High Bitrate/High Error Rate (MCS-6)

10% BLER

118.4 kbit/s

C/I=17 dB
	Small (50KB)
	4
	10.32
	5.70
	44.8%

	
	Medium (512KB)
	5
	93.33
	57.90
	38.0%

	
	Large (3072KB)
	6
	tbd
	tbd
	


5 Selected Simulation Results for Streaming Delivery

5.1 Test Conditions

In a similar way, SA4 has also defined test conditions for streaming delivery over GERAN in S4-AHP252 [12]. For completeness, the simulation parameters for MBMS streaming delivery over GERAN are listed in Table 4.

Table 4 Simulation Parameters for MBMS streaming delivery over GERAN.

	GERAN Streaming

	Bearer rates
	28.8kbit/s, 59.2kbit/s and 118.4 kbit/s

	RLC PDU size
	36 bytes, 74 bytes, 74 bytes, respectively

	RLC BLER
	for 28.8 kbit/s 0.1%

for 59.2kbit/s : 0.5%

for 118.4 kbit/s: 1%, 10% 

	RLC block loss pattern
	Independent random loss

	Simulation duration
	24 hours

	Media rates
	Varied by steps of 1% of bearer rate, assuming only a single media stream

	FEC overhead
	Varied to sum FEC and Media to equal bearer rate

	Source packet RTP payload size
	456 bytes (for 10% BLER at 118.4 kbps also simulate a case with 146 bytes payload)

	Repair packet RTP payload size
	Minimum value supported by the FEC code which is not less than 470 bytes (for 10% BLER at 118.4 kbps also simulate a case with 160 bytes payload) 

	Protection period
	5s, 20s

	ROHC
	No

	SNDCP/LLC/IPv4/UDP/RTP header
	50

	Source packet FEC payload ID
	4 bytes

	Repair packet FEC payload ID
	4 bytes

	FEC Symbol size
	adapted


For ease of comparison purpose, SA4 decided to use a simple streaming model with fixed payload size for all RTP packets. However, we have considered a more realistic streaming scenario where some variations in the packet sizes are considered, but the maximum source RTP packet size is not exceeded (Details on this mode can be found in S4-050090 [11]). In any case the packet is such that the maximum payload size is 440 bytes. The output is reported in terms of the Mean Time Between Failure (MTBF) over the media rate as proposed by SA4. 

5.2 Selected Streaming Results 

In Table 2 the required download times for 99% probability of recovery at specific GERAN operation points for a symbol size of T=10 are shown for only the ideal code for both receiver types. It was observed that the performance of the Raptor code is very similar as already observed for the download delivery. The simulations are ongoing and will be reported in some later contributions. It is observed that:

· the PLR provides consistent gains,

· with the PLR and higher error rates of 10% streaming with high quality is feasible at 64 kbit/s which is more than twice as much as for the case with the conventional receiver at 28.00 kbit/s.

Table 5 Maximum supported Media Rate in kbit/s for Mean Time Between FEC Block Loss of 1 hour

	Operation Points
	Ideal CR
	Ideal PLR
	Bitrate increase

	Low Bitrate (CS3)

(0.1% BLER)

28.8 kbit/s

C/I=???
	21.60
	22.46
	3.8%

	Medium Bitrate (MCS-6)

(0.5% BLER)

59.2 kbit/s

C/I=???
	44.50
	47.10
	10.5%

	High Bitrate (MCS-9)

(1% BLER)

118.4 kbit/s

C/I=???
	83.17
	92.32   
	11.0%

	High Bitrate and High Error Rate (MCS-6)

10% BLER

118.4 kbit/s

C/I=17 dB
	28.00
	64.00
	128.5%


6 Conclusions and Proposal

From the presented results it is obvious that the PLR is an interesting concept for GERAN MBMS networks. In this work only the simple PLR is considered which provides gains mainly for the case when multiple symbols are transmitted in one packet. The advanced PLR would provide consistent gains independent of the symbol size, but would require a modified Raptor decoder. 
Especially if overall system optimization is attempted, i.e. higher loss rate on the MBMS GERAN layers, but higher goodput, the PLR seems provides significant gains. Additional gains could be achieved by the use of header compression, not only in terms of throughput, but also in the increased probability that packet headers are not corrupted.
The authors ask for comments with respect to this concept and an appropriate way forward. Furthermore SA4 should be informed in a reply LS on the outcome of the discussion.
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Appendix 1: Selected Download Delivery Results

7.1 50 kB File 
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