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1
Introduction

A new Work Item has been opened on GERAN Physical Layer evolution ([1]). One of option being considered is multi-carrier GERAN, as it allows increasing the peak data rate while reusing to the maximum extent the existing GERAN infrastructure (see [2], [3]). A section of the GERAN Evolution Feasiblity Study has been therefore allocated to this technique (see [4])
However, the air interface peak data rate is not the only performance metric. An increase of the air interface peak data rate translates only to a certain extent into an increase of the TCP throughput, which is, in the applicable cases, the metric of interest from the point of view of the user experience. 

This contribution explores the interaction of TCP throughput and multi-carrier GERAN.
2
TCP modeling
In this contribution, we will consider the performance of TCP as NOT limited by the TCP window
However, the TCP throughput is also limited by the segment error rate and by the delay. This is generally referred to as the error-limited TCP throughput. 
This relationship has been analyzed in the literature, and is modeled by the following empiric formula (see [5]):
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Where the following parameters are defined

	Parameters
	Description

	MSS
	IP segment size (bits)

	RTT
	Round-trip time

	T0
	Timeout (assumed = 5 * RTT)

	p
	Probability of IP segment loss

	No limit on window size



Table 1. TCP modeling parameters
3
MC GERAN modeling
3.1 Air Interface

The air interface peak data rate for MC GERAN has been computed as the simple multiplication of the per-carrier peak data rate times the number of carriers, as also suggested by [3]. Two cases have been considered: the ideal case of 8 allocated slots per carriers, and the more realistic case of 4 allocated slots per carrier
	# of carriers
	Air interface peak data rate
(4 slots) [kbps]
	Air interface peak data rate
(8 slots) [kbps]

	2
	473
	947.2

	3
	710.4
	1420.8

	4
	947.2
	1894.4

	5
	1184
	2368

	6
	1420.8
	2841.6

	7
	1657.6
	3315.2

	8
	1894.4
	3788.8

	9
	2131.2
	4262.4

	10
	2368
	4736


Table 2. MC GERAN Air Interface Peak Data Rate
3.2 TCP related figures
The TCP error-limited throughput has been modeled by the following set of parameters.
	Parameter
	Figure(s)

	IP segment size [bytes]
	1500

	IP segment error rate
	[10e-4, 5*10e-4]

	RTT (*) [ms]
	[100, 200, 300, 400, 500, 750]

	(*) includes internet/backhaul delay + radio-related delay (including retransmission overhead)


Table 3. Figures used to model the TCP error-limited throughput
In reality, there will be some relationship between the number of carriers, the IP segment error rate, and the associated delay. In that sense, by neglecting such association we have performed some level of approximation. However, given that the result is essentially driven by the delay figure, and, within this, by its fixed component, we believe the formula yield an accurate enough model of the expected behaviour.
4
Results
The plots provided in the annex show how the error-limited TCP throughput may turn into a performance upper bound, no matter how many carriers are combined for MC GERAN.
When the two curves (i.e. the air interface peak data rate and the TCP error-limited throughput) cross, it means that the increase of air interface peak data rate is not translating into increase of TCP throughput. In these cases, the TCP throughput is de-facto bounded by its error-limited performance (which is in turn driven by the delay component)
The following table summarizes for the considered cases of multislot allocation and IP error rate the number of carriers at which performance is bounded by the TCP error-limited throughput

	RTT
	IP error rate = 10e-4
	IP error rate = 5*10e-4

	
	4-slot case
	8-slot case
	4-slot case
	8-slot case

	750 ms
	5
	2
	2
	1

	500 ms
	8
	4
	3
	1

	400 ms
	>10
	5
	4
	2

	300 ms
	>10
	7
	6
	3

	200 ms
	>10
	9
	9
	4

	100 ms
	>10
	>10
	>10
	9


Table 4. Max number of carrier before performance becomes TCP-limited 

The limit would obviously be reached earlier for if a more pessimistic IP error rate was assumed.

5 
Conclusions

This paper has explored the relationship of multi-carrier GERAN and TCP. It has been showed that IP error rate and delay translate into a TCP error limited throughput, which is a de-facto upper bound to the achievable throughput, no matter how many carriers are combined in a multi-carrier GERAN architecture. We propose to capture this discussion in the GERAN Evolution Feasibility Study ([4])
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 Figure 1. TCP error limited tput vs Air interface peak data rate (8 slots, IP err = 10e-4)
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Figure 2. TCP error limited tput vs Air interface peak data rate  (4 slots, IP err = 10e-4)
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Figure 3. TCP error limited tput vs Air interface peak data rate (8 slots, IP err = 5*10e-4)
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Figure 4. TCP error limited tput vs Air interface peak data rate (4 slots, IP err = 5*10e-4)
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