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Discussion on Bit Error Probability

1 Introduction

Discussions are ongoing in TSG GERAN WG3 on how to design a test case for the signal quality measure MEAN_BEP. One fundamental question is what is a suitable reference MEAN_BEP, to which the reported MEAN_BEP estimates from the MS are compared.

In this document Ericsson’s view of the concept of MEAN_BEP, and its underlying physical parameter BEP (bit error probability), is described. Section 2.1 gives a background on the MEAN_BEP estimation procedures for MS. In section 2.2 the MEAN_BEP test is outlined. In section 2.3 the open question is detailed and an answer proposed. Section 3 contains a discussion motivating the proposed answer. Link adaptation issues are analysed in section 4. Finally, conclusions are drawn in section 5.

2 Background

2.1 MEAN_BEP measurement procedures for MS

This section summarises the MEAN_BEP reporting procedures of the MS.

In EGPRS, an MS continuously measures the received signal quality on the downlink. One of the quality measures is referred to as MEAN_BEP. The MEAN_BEP measurement procedures are specified in 45.008 [1]. A schematic view of the procedure is shown in Figure 1. A description can be found in section 2.1.1 and 2.1.2 below.
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Figure 1. Schematic view of the MEAN_BEP estimation procedure.

2.1.1 Estimation of MEAN_BEP

The MEAN_BEP is defined as the average BEP (bit error probability) over the four bursts in a radio block ([1], clause 8.2.3). The BEP is not explicitly defined in [1]. The following paragraph from [1], clause 8.2.2, describes the BEP estimation per burst:

“For MEAN_BEP and CV_BEP reporting purposes, the received signal quality for each channel shall be measured on a burst-by-burst basis by the MS and BSS in a manner that can be related to the BEP (Bit Error Probability) for each burst before channel decoding using, for example, soft output from the receiver.”

While no explicit definition of BEP is given, this should be understood as the expected bit error rate of one burst. This is further discussed in section 3.1.

2.1.2 Filtering and reporting

The MEAN_BEP measurements for one timeslot are filtered through an auto-regressive filter defined in [1], clause 10.2.3.2.1. The filtered MEAN_BEP is then quantised to one of 32 possible values, MEAN_BEP_0 to MEAN_BEP_31 ([1], clause 8.2.5). Finally, the filtered and quantised value is reported to the network on request (see 44.060 [2]).

2.2 MEAN_BEP testing principles

This section outlines the principles of MEAN_BEP testing.

The purpose of the MEAN_BEP test is to verify that the MEAN_BEP reported by the MS is within the specified accuracy relative to the reference MEAN_BEP. Since the MEAN_BEP depends not only on the channel conditions, but also on the receivers ability to demodulate the received signal in the given channel conditions, the reference MEAN_BEP must be derived based on the actual performance of the receiver under test. This can be done by looking at the received raw bits in the MS using the “EGPRS switched radio block loopback mode” of the MS [4]. In this loopback mode, the MS loops back the received bits before channel decoding. The SS (System Simulator) then compares the looped back bits with the bits transmitted by SS and calculates the bit error rate for each radio block. Based on these bit error rate measurements, the SS must calculate the reference MEAN_BEP and compare this with the MEAN_BEP reported by the MS. Since the MS cannot loop back raw bits and send measurement report at the same time (both would then be sent in the same uplink block), these two must be done one after the other, or in an alternating manner. This is illustrated in Figure 2, where the upper part shows the raw bit loopback and the lower part shows the regular MEAN_BEP reporting.
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Figure 2. Schematic view of MEAN_BEP test. 

2.3 Open question

One open question within the scope of GERAN WG1 has been raised on the WG1 email reflector:

How will the SS determine the reference value for reported MEAN_BEP based on the looped-back bits from the MS?

That is, what is the relation between the sequence of raw bit error rate measurements per radio block (made by SS by comparing transmitted and looped-back bits) and the correct MEAN_BEP for a particular radio block?

In the following, it is argued that the following answer should be given to WG3:

Since the testing of MEAN_BEP accuracy is performed on a sensitivity-limited static channel with fixed signal strength, the received signal quality can be viewed as constant. Consequently, the bit error probability (i.e., the expected bit error rate) of any given burst equals the long-term average of the bit error rate. Therefore, the long-term average of the bit error rate shall be used as the MEAN_BEP reference. The averaging of the bit error rate can be done either as a running average or as an average over the full set of bit error rate samples. If a running average is used, the filter should be sufficiently long to remove fluctuations from one radio block to the next of the filter output.
3 Discussion

In this section a discussion can be found on how to interpret the term Bit Error Probability in the core specification.

3.1 Bit Error Probability

The core specification gives the following description of the estimation of BEP: “[…] the received signal quality […] shall be measured on a burst-by-burst basis by the MS […] in a manner that can be related to the BEP (Bit Error Probability) for each burst before channel coding […]”.

The use of the term probability implies that something is seen as random or unpredictable. While a further elaboration on the randomness of the outcome of the demodulation of a radio signal could lead to extensive philosophical discussions, it is here sufficient to note that it is not the outcome of an individual demodulation that is of interest, but rather the expected value of the outcome. This is the fundamental difference between RXQUAL on one hand and MEAN_BEP on the other hand. RXQUAL relates to the Bit Error Rate, which is the outcome of the demodulation of a particular radio block, i.e., the number of erroneous bits in this radio block divided by the total number of bits. MEAN_BEP relates to the Bit Error Probability, which is the expected value of this ratio, given the received signal quality.

This means that a received signal burst theoretically can be seen as an instantiation of a random process, having one part that is relevant for the “received signal quality” (that should be directly reflected in the BEP estimate) and one part that is seen as part of the “randomness” (that should not be reflected in the BEP estimate, but “averaged out”). Consequently, it must be clarified what is seen as part of the “received signal quality” and what is seen as part of the “randomness”.

The accuracy requirements for MEAN_BEP are valid on a sensitivity limited static channel. On this channel, the received signal quality is directly related to the received signal strength, while the randomness comes from the thermal noise and from the (pseudo-)random data source of the signal. On a multipath fading channel, the fading impacts the received signal strength, and therefore the received signal quality varies with time. The fading also causes time dispersion, which has a considerable impact on the receiver performance. Thus, the profile of the multipath channel during a burst (i.e., the “channel realisation”) should also be seen as part of the received signal quality.

3.2 Different views of a receiver

From the view of the BEP estimation, the receiver can be viewed as illustrated in Figure 3. During timeslot N, a received signal burst (that could be seen as a time-continuous signal sN(t) with the duration of one timeslot) is given at the input of the receiver (A in the figure). The receiver processes the burst and delivers at the output (B in the figure) an estimated bit vector rN(k) (normally together with reliability information of each bit, known as soft output). In the estimated bit vector rN(k), there may be erroneous bits compared to what was sent by the transmitter. Denote the ratio between the number of bit errors in burst rN(k) to the total number of bits in the burst (116 for GMSK, 348 for 8PSK) by BERN. The task of the BEP estimator in the MS is to estimate the expected value of BERN given the quality of the received signal sN(t), i.e., BEPN = E( BERN ).
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Figure 3. General view of the receiver. 

The standard does not state anything about the internal design of the receiver. It could for instance contain a Viterbi equaliser, a linear equaliser, or some other detection algorithm. Internally, the receiver could make decisions on what particular algorithm to use, or decisions on some parameter of the algorithm to use for a particular received burst. Further, the receiver can make decisions e.g. on what path in a trellis to select, etc. For a given received burst sN(t), all these decisions together determine the estimated bit vector rN(k).

MS receivers may have an unstable performance (bit error rate) even with a received signal quality that is constant over time. This is due to that different internal decisions are made in the MS on a burst-by-burst or block-by-block basis, which in turn could be due to the receiver-internal thermal noise or due to the pseudo-random transmitted data bits. These fluctuations are due to the “randomness” of the signal, which on the sensitivity limited static channel has mainly two sources (as discussed above): the pseudo-random data source and the (receiver internal) thermal noise. One example of a basic type of internal decision is to select the synchronisation position of the receiver from a set of possible positions
. In a given radio condition, one choice could lead to a performance that is worse than another. Since erroneous decisions are inevitably made sometimes, the receiver performance in this example will vary from burst to burst or from block to block in an unpredictable manner even though the received signal quality is fixed. This behaviour is of course allowed by the standard, as long as the performance requirements of 45.005 [3] are fulfilled.

3.2.1 “Black box view”

A “black box view” of the receiver means that all these internal decisions are not considered as part of the “received signal quality”. It further means that the BEP is seen as the expected value of the BER, not conditioned on any particular internal decision, but “averaged” over possible internal decisions (weighted by their probabilities at the given signal quality). With this view, BEP does not vary from one burst to the next unless the received signal quality (in the case of sensitivity limited static channel: received signal strength) at the input of the receiver changes.

3.2.2 “Semi-transparent view”

An alternative view, that could be called a “semi-transparent view”, is that some decisions in the receiver are considered as part of the “received signal quality”, or in other words that the BEP is seen as the expected value of BER conditioned on a particular decision in the receiver. For instance, if a selection of a parameter P among two possible values (P1,P2) is done per burst in the receiver, the receiver is adapted into one of two states S((S1,S2), and the BEP is estimated given the receiver state, i.e., BEP = E(BER | S ). With this view, the BEP can vary from one burst to the next even if the received signal quality at the input of the receiver does not change.

3.2.3 “Fully transparent view”

A third view, that could be called the “fully transparent view” is to take all internal decisions into account outside the receiver. This can be seen as that the receiver is in one of many states for a particular received burst, where each state corresponds to a particular value of each parameter and each decision made in the receiver. The BEP is estimated given this state, BEP = E(BER | S ). But since the state now completely determines the estimated bit vector rN(k), the BEP estimate reduces to
BEP = E( BER | rN(k) ) = BER, or in other words MEAN_BEP is not a probability but equivalent to RXQUAL (except for the finer granularity).

3.2.4 Comparison

The fully transparent view makes MEAN_BEP more or less equivalent to RXQUAL. This seems to contradict the concept of probability, since there is no “randomness” left – the perfect MEAN_BEP estimate would with this view be derived in the same way as RXQUAL is derived, i.e., by counting the actual number of bit errors in a radio block (e.g., by recoding the decoded bits and comparing the recoded bits with the estimated bit vector rN(k) for each burst).

The semi-transparent view and the black box view do not have this problem. But since the internal design of the receiver is not defined in the standard, it is impossible to specify what internal decisions that shall be considered outside the receiver (i.e., as part of the “received signal quality”) and which that shall not. Therefore, the semi-transparent view cannot be adopted unless the receiver structure is specified in more detail in the standard. This is not desirable and in practice not possible.

From this follows that only the black box view and the fully transparent view are well defined. Of these, the black box view is the most reasonable, since it is in line with the core specification’s use of the word “probability”. Ericsson’s view is that this was also the intended interpretation when BEP was first specified in release 99.

4 Link adaptation

It has been argued [5] that since a receiver may have time-variant performance even under constant conditions, the reference MEAN_BEP may also vary from one radio block to the next (corresponding to a “semi-transparent” or “fully transparent” view of the receiver). If so, a long-term average of the BER samples cannot be used as the reference for MEAN_BEP. Instead, it has been proposed to calculate the MEAN_BEP reference by filtering the BER samples through the same filter that is used by the MS to filter its MEAN_BEP estimates.

To illustrate the potential impact on link adaptation of this, simulations have been run. A basic (but standard compliant in terms of receiver performance) receiver was used that has a constant performance under constant radio conditions. The radio conditions chosen in the simulation are the same as for the accuracy requirement in the core specification (sensitivity-limited static channel). A number of GMSK-modulated EGPRS blocks (MCS-4) were transmitted and the actual number of bit errors (before channel decoding) per radio block was logged. The signal strength was fixed and chosen to get a long-term average BER of 10-3. Figure 4 shows three subplots. The uppermost plot shows the number of bit errors per radio block during a period of time of the simulation (the x-axis shows radio block numbers). Most often there is no bit error in a block, but sometimes one and sometimes more. This is a typical statistical spread that is seen throughout the simulation.
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Figure 4. Simulation results. 

 

Next, this sequence was filtered using the same filter that the MS uses to filter its MEAN_BEP estimates. The result is seen in the middle plot. 

Finally, the filter output is translated to the standardised "MEAN_BEP" scale (i.e., quantised according to [1]). The result is illustrated in the lower plot. This is the MEAN_BEP reference that would be the result of this approach. Clearly this reference is very unstable due to statistical variations in the number of bit errors per radio block. At one occasion (radio block # 414-415), this reference makes a leap from slot 27 to slot 23 from one radio block to the next. The reason for this is that radio block #415 happens to have 4 bit errors. A similar behaviour is seen throughout the simulation (this particular example used GMSK modulation but the same problem has been observed in simulations with 8PSK modulation).

Using this MEAN_BEP reference would allow an MS to have this type of fluctuations in the reported MEAN_BEP, in addition to the allowed tolerances specified in [1]. This means that the MEAN_BEP report will be very dependent on exactly when the MS is polled. A poll at one radio block could give a reported MEAN_BEP that differs by a factor 10 (on a linear BER scale) compared to a poll 20 ms later. With a more complex receiver, the difference can be ever larger. This will make the choice of a proper MCS very difficult, which intuitively should not be the case on a static channel.

5 Conclusion

Since BEP is a measure of the received signal quality, it is constant if the received signal quality is fixed. On a sensitivity limited static channel, the received signal quality is directly related to the received signal strength. This still allows the performance (bit error rate) of receivers to vary from one radio block to the next even if the received signal quality does not vary over time. However, the reported MEAN_BEP should not follow these fluctuations, whether they are due to receiver-internal adaptive decisions, decisions in a trellis equaliser or other internal decisions, but instead the BEP should reflect the expected value of the bit error rate.

It has been shown that using a reference MEAN_BEP based on BER samples filtered through a short filter (such as the exponential filter which is used by the MS to filter its MEAN_BEP estimates) could, on a static channel, allow unpredictable fluctuations in the reported MEAN_BEP by a factor 10 or more. Therefore, such short filters must not be used to derive the MEAN_BEP reference. To the question from WG3 to WG1:

How will the SS determine the reference value for reported MEAN_BEP based on the looped-back bits from the MS?

the following answer is proposed:

Since the testing of MEAN_BEP accuracy is performed on a sensitivity-limited static channel with fixed signal strength, the received signal quality can be viewed as constant. Consequently, the bit error probability (i.e., the expected bit error rate) of any given burst equals the long-term average of the bit error rate. Therefore, the long-term average of the bit error rate shall be used as the MEAN_BEP reference. The averaging of the bit error rate can be done either as a running average or as an average over the full set of bit error rate samples. If a running average is used, the filter should be sufficiently long to remove fluctuations from one radio block to the next of the filter output.
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� This should be seen as an illustrative example only and may not necessarily be a typical reason for a varying receiver performance. Other, more sophisticated types of adaptivity are of course also possible.
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