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Comments to Streaming TR

Introduction

In the process of reviewing the Streaming TR 44.933 it was clear that some clarifications are needed to chapter 6.5 describing the Streaming performance. The comments and questions are presented in the text. Some proposals for clarifying the text are also included.

6.5 Streaming Service Performance Assuming Fixed MS buffer Size

6.5.1
General

In this section a slightly different approach from the above is presented, that is assuming fixed MS play-out buffer of 8 seconds (Play out is started after 8 seconds. The Content rate = Server rate.) and cell-reselection and RAU outage times, what is the percentage of users experiencing re-buffering during a streaming session? In this section the simulation results for the simulation parameters agreed in (G2-030263) 
with higher Routing Area Update probability are presented. The video traffic model (frame size) that has been used is based on measurements using H263 video coding algorithm, and the model obtained from measurement is second order autoregressive AR(2) model and is described as:

Xn = a1 Xn-1 +  a2Xn-2 + n

where the terms n are independent Gamma(λ,r) distributed random variables. The following parameter values are estimated from measurements: a1 = 0.664598, a2 = 0.196255, λ = 0.002655, r = 0.07527. Rough values 
for mean and variance are: E(X) =  203.7 bytes, std(X) = 187.408
.

The RTT value at RLC layer 
used in these simulations is 240ms.

NOTE: 
The value of RTT in these simulations require more explanation, especially in conjunction with the 
results presented in section 6.5.2.
For the purpose of this analysis two notions are defined:

· Proportion of users having N zero-playout periods: This is representing the number of re-bufferings that the user experienced during the session, meaning that the play-out buffer in the MS is empty and the user experiences a break in a session. After the play-out buffer is empty the rebuffering is initiated. Note that streaming clients usually have an “underflow threshold” (i.e. 1 second) so that rebuffering is supposed to happen before the buffer is completely empty.  

· Distribution of zero-playout times during the session: This is the distribution of cumulative duration of zero-playout periods. Note that this includes the re-buffering times. Re-buffering does not necessarily take as long as the buffer length (in this document this means that it does not necessarily take 8 seconds to re-fill the buffer, since the scheduler typically allocates more resources for re-buffering
).

Following abbreviations are used in figure titles: T_call = Session duration, T_ra = RAU outage time, v = MS speed.

6.5.1.2
3km/h, Probability for RAU of 10% and 15%

As it is intuitively expected the results for slow mobility model provide satisfactory user QoS throughout the range of outage times.

[image: image1.emf]Proportion of users having N zero-througput 

periods (v = 3 km/h, RAU probability = 10%)

99.30%

.60%

.10% .00%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0 1 2 3


Figure 5. RAU outage 3 seconds with 10% probability, MS speed 3km/h, clip duration 3 minutes
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Figure 6. RAU outage 3 seconds with 15% probability, MS speed 3km/h, clip duration 3 minutes

Obviously, the RAU probability does not affect much the results for slow moving mobiles. Even with the higher RAU outage time (5 seconds) the results are very similar.

6.5.1.3
50km/h, Probability for RAU of 10% and 15%

Simulation results for fast mobility model, shows different results. It is clear that with faster users the number of cell reselections and RAU increases rapidly having an effect on the overall performance. 
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 Figure 7. RAU outage 3 seconds with 10% probability, MS speed 50km/h, clip duration 3 minutes
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Figure 8. RAU outage 3 seconds with 15% probability, MS speed 50km/h, clip duration 3 minutes

Figures 8 and 9 show very small difference when using different values for the probability of RAU. To confirm this, 

Clearly the performance of the network in the 50km/h scenario under the assumptions is acceptable. The 8 seconds buffer length seems sufficient for almost all of the users.

6.5.2
Transfer delay

Figure 9 shows the one-way transfer delay for the case of RAU outage of 3 seconds and different probabilities for RAU and very high load in the network. Very high load in these simulations is considered to be 75% TSL utilization. TSL utilization means the average number of active time slots divided by all available time slots.

The transfer delay represents LLC frame delay value in such a way that it describes the time difference between the moment when the frame has arrived in SGSN's buffer and the moment when all the RLC blocks carrying the bits of certain LLC frame have been received (not acknowledged) by the mobile.
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Figure 9. One Way Transfer Delay Distribution for RAU service outage of 3s

From the results we see that in 95% the transfer delay is well below 1 seconds. It is interesting to note that there is no big dependency on the RAU probability.  Figure 10 presents the visualization of the transfer delay over the area.
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Figure 10. Visualization of One Way Transfer Delay Distribution for RAU service outage of 3s

6.5.3
Concluding Remarks and Recommendations

Results from the simulations following some of the 
assumptions that were agreed in TSG GERAN WG2#13bis, Tdoc G2-030263, lead to the following conclusions:

1.
For 3 km/h and 50 km/h mobility model, PS streaming service over GERAN A/Gb mode could be successfully provided, i.e. a high number of satisfied users.


From these results it is recommended that: 

a.
It has to be ensured that Release 5 mechanisms of GERAN A/Gb mode indeed provide for RAU interruption of no longer than 3 to 5 seconds.

b.
Packet loss during cell change (inter-BSS, when using unacked LLC) is minimized. The number of lost packets could be minimized either with proper scheduling mechanism in combination with flow control or when using enhancement presented in section 7.3 (SGSN Suspend procedure). Therefore the SGSN Suspend procedure should be specified.

c.
Transfer delay of 2s is sufficiently well met by GERAN A/Gb mode in case of streaming service.





































































































































�PAGE \# "'Page: '#'�'"  �Page: 1���It would be helpful to get a more specific information about the parameters used. Apparently, not many parameters have been taken from G2-030263. For example, the outage times due to RAU and cell change are assumed to be constant in this document, although G2-030263 suggests a shifted Rayleigh distribution. Specifying the parameters are important for understanding the simulation results.


�PAGE \# "'Page: '#'�'"  �Page: 1��� It would be interesting to know what average bit-rate this model is generates, this is not mentioned in this chapter.


�PAGE \# "'Page: '#'�'"  �Page: 1���What does “rough” mean in this context?


�PAGE \# "'Page: '#'�'"  �Page: 1���What is the Interarrival time of these frames? How is the play-out at the client modelled. Does it play out a certain number of packets per second, or a certain number of bytes per second?


�PAGE \# "'Page: '#'�'"  �Page: 1���What is the average bit-rate seen at RLC layer (i.e. the Link-Rate)?


�PAGE \# "'Page: '#'�'"  �Page: 1���How does this work? Does the MAC-scheduler in the BSS know what MSs are currently re-buffering and schedules them more often? Is this feasible?


�PAGE \# "'Page: '#'�'"  �Page: 1��� See earlier comment that many parameters from G2-030263 is not used


�PAGE \# "'Page: '#'�'"  �Page: 1���The RAU and cell-change times suggested in G2-030263 have not been used in the simulations presented in this section (shifted Rayleigh distributions in G2-030263, constant interruption times in this TR). How can we then draw the conclusion that “RAU probability has no effect on streaming performance” with regards to G2-030263? Additionally this simulation has not simulated any method for transferring DL data sent to the BSS in the old cell to the target cell in the case of a RA changes. Without such a function there will be significant packet losses at RA change. 
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[image: image1.png]One-way transfer delay distribution: v= 50km/h, RA update prob = 15% seconds
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