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Radio Link monitoring for preservation

1. Introduction

In [1], SA2 agreed to include the GERAN preservation feature for Release 5 in order to maintain PDP contexts for real time services when radio conditions are temporarily degraded or radio contact is temporarily lost with the MS.

Since in R5 in GERAN A/Gb mode, the GRR entity will not be present in either the BSC or MS a mechanism to trigger the Radio Status procedure in the BSS, and preservation procedures in the MS are required.  Hence, it is proposed to introduce a radio link monitoring for TBFs which is independent of the GRR protocol entity, and to introduce it in Release 5 in order to maintain consistency with the SA2 specification. 

2. Principles 

The principles of operation of a radio link connection monitoring procedure are as follows

· Connection monitoring should be tied to the radio resource

· Connection monitoring should be tolerant to local radio conditions e.g. slow/fast fade.

· The BSC and the MS shall perform equivalent actions upon detection of the loss of connection

· When one of the monitoring entities (BSC, MS) takes action on radio link failure, its peer should (after some time) implicitly detect the fact, either by not receiving a message, time out etc.  

3. Currently specified mechanisms

There are a number of different procedures already defined for radio link monitoring, and to reduce the time required to develop in detail the solution it is proposed that we should re-use as much existing functionality as is feasible.

3.1. GSM CS link monitoring

In GSM, the dedicated channel used for CS voice and data services is monitored by means of the sending of measurement reports in the UL, and system information in the DL.  

In the DL messages are sent on every occurrence of the SACCH and only after the MS fails to decode a number of SACCH messages does the MS release the connection and indicate failure (see 45.008 §5 for details).

In the UL, the detection of the error condition is very much operator dependant, but a co-ordination is maintained between BSC and MS since when the BSC detects radio failure it no longer sends system information messages in the DL which triggers the MS radio link failure procedures. 

3.2. GERAN TBF monitoring

There are a number of different mechanisms for monitoring the status of a TBF all of which lead to abnormal release with or without access retry. A number of  the current mechanisms are highlighted below:

MS based monitoring

In the DL T3190 is used in the MS to supervise the reception of DL data on a TBF.  It is restarted on reception of a new RLC data block at the MS and upon expiry the MS returns to idle mode. 

In the UL, T3180 is used in the MS to monitor the scheduling of the USF and each time a USF is assigned to the MS the timer is re-started.  Upon expiry the MS performs an abnormal release with access retry.

Network based monitoring

RL monitoring is performed in the BSS by monitoring the response to RRBP (N3105, T3195) bits in case of a DL or by monitoring the responses or lack of responses to USF scheduling (N3101, T3169) in case of a UL.  Both of these mechanisms work for RLC AM and also RLC UM

In the UL the BSC detects the radio link failure by counting the number of times an RLC/MAC block is assigned to an MS and no RLC block is received at the BSC.  If this counter becomes greater than N3101max, then the BSC starts T3169, and upon its expiry triggers radio link failure abnormal releases.  

3.3. GERAN Iu

In GERAN Iu mode, for a multislot configuration in MAC-Dedicated State or MAC-DTM, only the main SACCH shall be used for determining radio link failure, whilst in MAC-Shared State, radio link Failure is determined by the RLC/MAC protocol [2], with the same mechanisms defined in RLC/MAC for Gb mode, see section 3.2 .

As described in section 3.2, a number of different mechanisms are used for GERAN Iu mode as they are for GPRS.  Also, the CS mechanism (section 3.1) is re-used on a DBPSCH in order to detect RLC failure.  This then triggers an indication of radio link failure to be sent to RRC.

RRC is notified of radio link failure by RLC and this triggers the MS to begin a cell update procedure.  The sending of a cell update with cause “radio link failure” starts timers T314 and T315 in the MS.  

Radio Bearers in Iu mode GERAN and UTRAN each have a link to either of the two timers. and upon the expiry of either of the timers, the RB is released and the radio link failure is indicated to higher layers, triggering the preservation of the PDP contexts in the MS.

It is not specified in the GERAN Iu when the preservation procedures will be triggered by the BSS.

4. Possible Solutions

There are a number of possible solutions which are listed here for completeness, although some of them are unsuitable for various reasons:

· Introduce GRR in R5 for link monitoring

· A PS layer 3 entity would be the logical place to introduce this radio link monitoring, however it is not expected that a “GRR-lite” could be satisfactorily specified within the available timescales

· Use SACCH like monitoring

· The use of regularly scheduled signalling messages the SACCH is not consistent with data transfer on a TBF, but the principle of counting missing messages is already used in GPRS (see 3.2)  

· Re-use of the current TBF monitoring procedures

· The current TBF monitoring procedures are used in order to detect the abnormal release of a TBF as quickly as possible, hence an additional counter/timer mechanism is required to delay the immediate triggering of preservation and hence a significant increase in CN network traffic

· Hence it is proposed to follow the example in GERAN Iu mode (and also UTRAN) of introducing additional timers which would be started on the detection of an abnormal TBF release in the MS, or on the detection of no response from scheduled uplink blocks of RRBP in the network. This approach is described in section 5, and the detailed CR is provided in [4]
5. Proposal

It is proposed to use the current radio link monitoring for TBFs which may be detected by the MS/BSS independently.  These procedures may be used for both the triggering of preservation and in the future for the monitoring of the status of the radio link which carries a conversational PS call.

In the MS, a number of selected abnormal TBF releases (see [4] for details) trigger the start of timer T3215.  It is the expiry of this timer which triggers the MS to initiate the preservation of the PDP contexts in the MS.

In the network, the detection of radio link failure is done by monitoring the response to the USF assignment and RRBP polling for Packet Downlink ack/nack messages (see [4] for details).  When link failure is detected, a new timer in the network is started, and upon expiry of the timer the network will indicate radio link failure to the higher layers (this will trigger the radio status procedure in BSSGP-PFM) 

The detection of the MS returning to radio coverage is managed by periodic scheduling of the cell update.

6. Conclusion

With the CR provided in [4] the condition when the MS and the network shall detect radio link failure which subsequently triggers the preservation of the PDP contexts as defined in [1] are specified. In order to avoid triggering the preservation procedures too often and causing too much traffic on the Gb interface load in the SGSN a delay timer is proposed in both the network and the MS. 
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