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On Streaming Performance over GERAN A/Gb mode
1. Introduction

TSG GERAN has agreed a Work Item to analyse and provide the necessary changes and additions required for the efficient support of Streaming services in the GERAN specifications.

The main argument for the WI is that full support of the Streaming class cannot be guaranteed in GPRS, especially due to the large interruptions to the service at cell change. 

The Work Item is focusing initially on:

· the setting and/or analysis of the requirements for the support of streaming services (this will require co-ordination with TSG SA WG4) and

· the evaluation of the performance of the existing solutions and tools in the specifications.

The comparison between the requirements and the performance will determine whether/which improvements are pursued.

This contribution aims at providing some insight on the performance of streaming services over GERAN A/Gb mode, by presenting and analyzing results obtained from dynamic system level simulations. 

It seems that there is a general agreement within TSG GERAN community that the key challenge in providing multimedia streaming services is the service outage time during cell change or RAU procedure. Tdoc G2-020778 presents estimated values for service outage in two cases 

Case 1 - Cell change performed between cells within the same BSC and Routing Area;

Case 2 -Cell change performed between cells belonging to BSCs that are controlled by different SGSNs.

The values for total user data outage time that are presented in G2-020778 for Case 1 and Case 2 are 715ms and 1120ms respectively. Similar (lower) results are presented in GP-022452. In both documents it is concluded that these values are ideal and assume no errors in the radio link, however no values have been agreed. 

Tdoc GP-030056 hints at adopting some values:

The service outage time for cell change within BSC and RA in order of 0.5-4 seconds, while the service outage time for cell change between BSC and RA in order of 1-15 seconds, with typical values of 2-3 seconds.

On the other hand Tdoc GP-023057 suggests a simulation model to answer to two questions:

1. What is the size of the buffer to accommodate the interruptions in the transmission over the radio interface due to cell changes so that the session does not stall in most of the sessions?

2. What are the GPRS R5 cell reselection and RAU times that ensures that most of the sessions are not stalled due to buffer depletion?

In this contribution we take a slightly different approach, although within the mainstream. Obviously the duration of outage due to cell reselection and RA is difficult to estimate, therefore we chose some values, and run dynamic network level simulations by assuming a fixed Play-out buffer in the MS. The question that we try to answer is:

Assuming fixed MS play-out buffer and cell-reselection and RAU outage times, what is the percentage of users experiencing re-buffering during a streaming session?

Tdoc GP-030279 presented simulation results using RAU probability of 2% and 120s clip. Discussion during TSG GERAN#13 indicated that RAU probability of 3% is more likely, and that simulations should be run with other video clip length. 

Tdoc G2-030182 presented simulation results with 3% RAU and three different values for the duration of the clip. In TSG GERAN WG2#13 it was agreed to run simulation results with higher probability of RAU. The agreed simulation parameters were captured in Tdoc G2-030263.

 Section two details the simulation set-up and section 3 presents results from simulations. 

2. Simulation set-up

In this section, the network simulator and simulation assumptions are presented. The simulator is a dynamic time-driven network level simulator, where the simulation time step is fixed to 4.615 ms (one TDMA frame). Only the downlink direction has been simulated, but an interference model is applied to uplink in order to model the possible errors in the sending of Downlink Packet ACK/NACK messages. 

The simulator models the all the relevant details of EGPRS LLC and RLC/MAC layers: RLC protocol, acknowledgement bitmaps, measurement reports, polling, TBFs, radio block scheduling, IR etc. GPRS core network elements (SGSN, GGSN) and interfaces are not considered. Block and bit errors of every radio block and burst on PDTCH and PACCH channels are calculated by using look-up tables.

The basic cellular models (network layout, propagation and mobility model) follow the guidelines and parameters presented in the UMTS radio technology evaluation document [
].

2.1 Network Layout

The simulations were made in a typical hexagonal macro cell environment. It consists of 75 pieces of hexagonal cells (23 tri-sector sites, two border sites with two antennas and two border sites with one antenna). Site separation is 1.5 kilometers (cell radius 500 meters) in case of 3km/h model and 3 kilometers (1000 meters) in case of 50 km/h model. Antennas are directional antennas with 3 dB beamwidth of 65 degrees.

2.2 Mobility Model

The simulated mobiles are uniformly distributed on the network and their direction is randomly chosen at initialization. In the simulations the MS moves with a constant speed of 3 km/h or 50km/h. After every 20 meters the MS has 20% probability to change its direction with maximum change in direction angle of 45º.

2.3 Traffic Model

Sessions arrive to the network according to Poisson process and end after all transmitted data blocks have been positively acknowledged. 

A combination of two different traffic models is used. These are a simple FTP model (one data packet of size 120 kB) and video streaming model. The duration of streaming session is 1, 2 and 3 minutes. 

The traffic mixture is generated in such a way that 70% of MSs are utilizing FTP traffic, 30% are streaming users.

The following tables detail the simulation parameters.

Table 1. Basic simulation algorithms and parameters.

	Parameter
	Value
	Unit
	Comment

	Simulation time step
	4.615
	ms
	1 TDMA frame

	Simulation length
	200000
	TDMA frame
	~15.5 minutes

	Call arrival rate
	0.001389
	1 / h
	5 calls / hour / user

	MS speed
	{3, 50}
	km/h
	

	Antenna gain
	13
	dBi
	

	Reuse
	3/9
	
	

	Cell radius
	{500m 1000}
	meters
	

	Number of TRXs
	3
	1 / cell
	3 / site

	Propagation exponent
	3.67
	
	

	Slow fading standard deviation
	6
	dB
	

	Slow fading correlation distance
	110
	meters
	

	Channel profile
	TU
	
	Typical Urban

	Frequency hopping
	Not used
	
	

	Power Control
	Not used
	
	

	Link Adaptation
	BEP-based
	
	Based on MS 

measurements.

	Initial MCS
	MCS-7
	
	

	Incremental Redundancy
	On
	
	Finite amount of memory.

	Bearer type
	100 % EGPRS
	
	

	Multislot type
	3+1
	
	

	Proportion of FTP users
	70
	%
	

	· FTP file size
	120
	kbytes
	

	Proportion of streaming users
	30
	%
	

	Maximum number of simultaneous TBFs
	9
	
	per timeslot

	RLC Window Size
	384
	
	Max. allowed

	RLC Acknowledgement Delay
	220
	ms
	

	Downlink TBF Establishment Delay
	240
	ms
	

	LLC
	Unacknowledged
	
	


Table 2. Most important streaming and cell change parameters.

	Parameter
	Value
	Unit
	Comment

	Streaming model
	H.263
	
	

	· Source bitrate
	32.0
	kbit/s
	Variable

	· Guaranteed bitrate
	32.0
	kbit/s
	Scheduling tries to guarantee this

	· Max. bitrate
	64.0
	kbit/s
	For bitrate compensation

	Play-out buffer size
	8
	seconds
	

	Routing area update probability
	{10%, 15%}
	%
	

	Zero throughput time during cell re-selection
	2
	seconds
	

	Zero throughput time during RA update
	3
	seconds
	

	Cell reselection algorithm
	Power budget
	
	

	Cell reselection hysteresis
	6 
	dB
	

	Min. interval between consecutive reselections
	10 
	SACCH frames
	To avoid ping-pong effect


Streaming application is assumed to be a 120 seconds long video clip requiring 32.0 kbps guaranteed bitrate. Mobile station utilizes an 8 second play-out buffer, which is a fixed parameter. The scheduling algorithm is designed so that there will be a guarantee for the throughput, meaning that after a cell reselection the scheduler will provide higher bit rate to compensate for the outage time. This way the buffer will be compensated for the outage time. 

It should be noted that the simulator is able to catch much more effects than what is possible with simpler tools or with analytical approach. In a real network, there are much more effects than just the cell change time that contribute to the user-experienced zero-throughput time. One of the most important one is the lower throughput at cell borders due to both weaker signal strength and poorer signal quality. Before the cell change, the MS buffer size may already have decreased. After the cell reselection it takes longer time to fill up the buffer for the same reason. Also, the call might not get all the radio resources from the new cell that it had in the old cell. The cumulative effect of these phenomena can make the situation much worse and calls for a sophisticated network level simulator. The simulation results presented in this document catch all the effects listed above.

It is worth noting that LLC is used in unacknowledged mode, meaning that there is a possibility for packet loss during the cell change (inter BSS). However, the number of lost packets is small in case of realtime streaming services, usually 1 or few LLC packets.  The number of lost packets could be minimized either with proper scheduling mechanism in combination with flow control or then using enhancement presented in section 7.2 (SGSN Suspend procedure) of the TR on Seamless Support of Streaming Services in GERAN A/Gb Mode.

3. Simulation Results

3.1 General

For the purpose of this analysis we define two notions:

Proportion of users having N zero-playout periods: This is representing the number of re-bufferings that the user experienced during the session, meaning that the play-out buffer in the MS is empty and the user experiences a break in a session. After the play-out buffer is empty the rebuffering is initiated. Note that streaming clients usually have an “underflow threshold” (i.e. 1 second) so that rebuffering is supposed to happen before the buffer is completely empty.  

Distribution of zero-playout times during the session: This is the distribution of cumulative duration of zero-playout periods. Note that this includes the re-buffering times. Re-buffering does not necessarily take as long as the buffer length (in this document this means that it does not necessarily take 8 seconds to re-fill the buffer, since the scheduler typically allocates more resources for re-buffering).

Following abbreviations are used in figure titles: T_call = Session duration, T_ra = RAU outage time, v = MS speed.

3.2 3km/h, Probability for RAU of 10% and 15%

As it is intuitively expected the results for slow mobility model provide satisfactory user QoS throughout the range of outage times. 
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Figure 1. RAU outage 3 seconds with 10% probability, MS speed 3km/h, clip duration 3 minutes
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Figure 2. RAU outage 3 seconds with 15% probability, MS speed 3km/h, clip duration 3 minutes

Obviously, the RAU probability does not affect much the results for slow moving mobiles. Even with the higher RAU outage time (5 seconds) the results are very similar. 

3.3 50km/h Probability for RAU of 10% and 15%

Simulation results for fast mobility model, shows different results. It is clear that with faster users the number of cell reselections and RAU increases rapidly having an effect on the overall performance. 
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Figure 3. RAU outage 3 seconds with 10% probability, MS speed 50km/h, clip duration 3 minutes
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Figure 4. RAU outage 3 seconds with 15% probability, MS speed 50km/h, clip duration 3 minutes

Figure 3 and 4 show very small difference when using different values for the probability of RAU. To confirm this, 

Clearly the performance of the network in the 50km/h scenario under the assumptions is acceptable. The 8 seconds buffer length seems sufficient for almost all of the users. 

3.4 Transfer delay

The following figure shows the one-way transfer delay for the case of RAU outage of 3 seconds and different probabilities for RAU and very high load in the network. 

The transfer delay represents LLC frame delay value in such a way that it describes the time difference between the moment when the frame has arrived in SGSN's buffer and the moment when all the RLC blocks carrying the bits of certain LLC frame have been received (not acknowledged) by the mobile.
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From the results we see that in 95% the transfer delay is well below 1 seconds. It is interesting to note that there is no big dependency on the RAU probability.  The following figure is used to visualize the  transfer delay over the area.
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4. Conclusion

This contribution presents simulations of streaming services over GERAN A/Gb mode. The simulation assumptions for cell reselection and RAU outage times are considered to cover values that are expected to be available with Release 5 mechanisms, and the used simulation model capture relevant cellular network characteristics. Consequently, the results should illustrate well the effect of cell reselection and RAU procedure on the performance of a streaming application.

Results from the simulations under assumptions that were agreed in TSG GERAN WG2#13bis, Tdoc G2-030263, lead to the following conclusions:

1. For 3 km/h and 50 km/h mobility model, PS streaming service over GERAN A/Gb mode could be successfully provided, i.e. a high number of satisfied users.

2. RAU probability has no effect on the streaming performance. 

From these results it is recommended that: 

a. It has to be ensured that Release 5 mechanisms of GERAN A/Gb mode indeed provide for RAU interruption of no longer than 3 to 5 seconds.

b. Packet loss during cell change (inter-BSS, when using unacked LLC) is minimized. The number of lost packets could be minimized either with proper scheduling mechanism in combination with flow control or then using enhancement presented in section 7.2 (SGSN Suspend procedure) of the TR on Seamless Support of Streaming Services in GERAN A/Gb Mode. Therefore the SGSN Suspend procedure should be specified.

c. Conclude that transfer delay of 2s is sufficiently well met by GERAN A/Gb in case of streaming service. 
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