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BSS-triggered Delete PFC Procedure

To fully support QoS handling in a GERAN A/Gb mode network, Packet Flow Management procedures likely needs to be enhanced. At least, this seems to be the case when streaming and conversational services needs to be supported, and when the ARP (Allocation/Retention Priority) attribute has to be handled in the BSS. The needed enhancements go in the direction of reducing the differences between PFM and RAB handling procedures. 
1. Delete PFC Procedure initiated by the BSS
What is essentially needed in GERAN A/Gb mode is at least a Delete PFC procedure that can be triggered by the BSS, that would resemble the RAB Release procedure available in Iu mode.

According to 23.060, section 9.2.5.1.1:
An Iu mode RAN initiates a RAB release procedure to release one or several RABs. The RAB Release procedure is illustrated in Figure 78.
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Figure 78: RAB Release Procedure

1)
The RAN initiates the procedure by sending a RAB Release Request (For each RAB to be released: RAB ID, Cause) message to the SGSN.

2)
The SGSN sends a RAB Assignment Request (For each RAB to be released: RAB ID, Cause) to the RAN.

3)
The Radio Bearer(s) are released if still existing.

4)
The RAN sends a RAB Assignment Response (For each released RAB: RAB ID, GTP SND, GTP SNU) to the SGSN. GTP SND and GTP SNU enable the SGSN to restore the values in case the PDP context is maintained and the RAB is re-established at a later stage.

This procedure is needed when the RAB cannot be supported anymore by the RAN, and this condition must be signalled back to the SGSN. Note, for instance, that one of the causes that can be contained in the RAB Release Request is "RAB pre-empted".
The same need exist in GERAN A/Gb mode, when a PFC cannot be supported anymore, due to radio link quality, or due to cell congestion.

First of all, as regards the need to signal a “radio quality” problem, it could be noticed that a Radio Status procedure is already foreseen in 48.018. With this procedure there is the possibility to signal when an MS goes out of coverage and is lost (Radio Cause value to "Radio contact lost with MS") or when the link quality is too bad to continue the communication (Radio Cause value to "Radio link quality insufficient to continue communication”).
Still, this is not enough. For instance, with this procedure it is not possible to differentiate among several PFC: for one PFC (i.e. for a background or an interactive service) the radio link quality could be sufficient to provide a minimal service; but – in the same condition - for a guaranteed bit rate service this may not be the case.
Currently, the Create BSS PFC procedure enables the BSS to perform some admission control: if the BSS is unable to create the PFC then a CREATE-BSS-PFC-NACK PDU is returned with a cause value (e.g. Cause value: PFC create failure), while the SGSN should stop the Create BSS PFC procedure. 
Clearly this is only possible when the PFC is created the first time (even when the PFC cannot be transferred during a cell re-selection procedure, so that the BSS PFC procedure must be restarted). But if the PFC cannot be maintained in time (due to decreasing radio quality, increasing cell congestion, cell re-selection to an overloaded cell), this information cannot be transferred to the SGSN!  
This problem - that exists independently - is even more evident if the ARP attribute has to be handled in the BSS. In case of congestion it may happen that an already established PFC may be pre-empted by the creation of a new PFC (for instance with a “higher ARP”). The creation of the new PFC would be positively acknowledged to the SGSN, but no information about the pre-empted PFC can be exchanged.
One option for the BSS would be the Modify BSS PFC procedure, with which the BSS may request a modification of the contents of an existing BSS PFC, e.g. due to a change in resource availability at the BSS.
Anyway, several drawbacks to this approach can be highlighted:

· While it may be applicable for not-real-time services, it is completely unclear how the QoS attributes for a real-time service (i.e. with a precise guaranteed bit rate) should be modified by the BSS - and accepted by the SGSN! - without having informed the application at the MS side. For real-time services, when the required QoS cannot be guaranteed anymore, the best solution seems to delete the PFC.

· The pre-emption due to ARP handling cannot be signaled
· In any case, a “Cause” field is missing in the MODIFY-BSS-PFC PDU. It is not clear on which basis the SGSN should accept a modification request (mainly for a real-time service) if not even a “cause” is present.
Finally we can notice that currently the Delete BSS PFC procedure can only be used by the SGSN to request the deletion of a BSS PFC, but not in the other direction. If the BSS needs to delete a PFC, it cannot notify the SGSN.
2. Conclusions

A BSS-triggered Delete PFC Procedure is needed to support full QoS handling in GERAN A/Gb mode networks. 
Furthermore, the SGSN behaviour when a Delete PFC Request is received from the BSS needs to be clarified.  

One possibility is that the SGSN starts a deactivation or a modification of the PDP context, possibly depending on the QoS. 

Alternatively, this could be considered as a trigger for a preservation procedure (see GP-030670 for details). But for the time being this doesn’t seem feasible, since the PFC deletion is not “visible” by the MS.

In general, the opportunity to further enhance PFM procedures, thus reducing the differences with RAB handling procedures, needs to be considered. 

