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1 Overview

The Virtual Streaming Downlink bearer is a simple component that may be introduced logically above the RLC layer and just below the LLC layer, operating on assembled LLC frames on the receiving side.  Its purpose is to support streaming data transmission on the downlink for delay-insensitive information transmitted via GPRS/EDGE. e.g. streaming audio and video.  Its primary action is to remove frame jitter associated with the transmission path and the action of cell reselection in R97/99 GPRS.  

1.1 Architecture

The following diagram describes the Virtual Streaming Bearer from the perspective of the mobile station.  The downlink data queue is intended to absorb the jitter introduced by variations in the transmission path and/or ongoing cell reselection.
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1.2 Logic and state machine

The Virtual Streaming Bearer (VSB) logic comprises three state automata: 

1) The existing RR state transition as per [14], additionally incorporating a sub-state based on whether or not the “ready timer” is running when in Packet Transfer or Dual Transfer Mode.  This may be referred to as the Primary Control Automaton.

2) The Queue Input Automaton, which controls the input to the downlink data queue by controlling the flow over the radio medium.

3) The Queue Output Automaton, which controls the output from the downlink data queue to the LLC layer.

The basic theory of operation is to maintain the downlink data queue to a sufficient level so as i) to minimize the impact on jitter, resulting from momentary variations in transfer rate due to scheduling, re-transmissions etc., and ii) to reduce the impact of cell reselection on the continuity of downlink data flow.

For these purposes, the primary control automaton is designated as having a “master state” view for the purpose of guiding the execution of the other two automata.  

Definitions of state variables:

	State variable
	Definition

	Ton
	TBF ON: In this state, a packet data transfer is occurring.

	Toff
	TBF OFF: There is no packet data transfer, or TBF, occurring in this state, but the “Ready Timer” is running, permitting rapid return to packet transfer operation before it expires.

	I
	IDLE: packet idle mode.  There is no TBF and the Ready Timer has expired.  In order to obtain a TBF, a full setup is required.

	A
	TBF Started.  There is an active packet data transfer.

	Rs
	Ready timer started

	Rx
	Ready timer expired

	Rc
	Ready timer cleared

	F
	Downlink data flow turned on from RLC

	QLL
	Data in downlink data queue < queue low water mark QL.

	QHH
	Data in downlink data queue > queue high water mark QH.

	S
	Send frame to LLC.


1.2.1 RR state transition extensions
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The most general dependency for control is expressed by the condition when the mobile RR state is either in i) Dual Transfer Mode (DTM) AND has a TBF in progress, OR ii) in packet transfer mode only.  In reality, these conditions may be expressed more accurately by noting the condition of the “Ready Timer”, which is started whenever a TBF normally terminates.  In this case, although there is no active TBF, the ready timer is running which indicates that a full signalling setup sequence is not required in order to start a new TBF.
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1.2.2 Queue input automaton
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This machine is logically situated between the RLC and the downlink data queue and specifically controls the insertion of data to this queue.  The purpose of this machine is to i) ensure that the downlink data queue is filled to a sufficient degree before sending any data to the LLC and ii) maintain the queue data to a sufficient level whenever there are data received.

1.2.3 Queue output automaton
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1.2.4 Execution control

It is important to realise that the preceding conceptual definition of the state automata that control downlink queue maintenance are only one way in which it is convenient to view the problem domain.  In a practical mobile UE implementation, it may be more efficient to solve the automata in terms of generalised logical equations from which a single table driven machine is derived.

Nevertheless, in order to study and prototype our proposal, a simple execution control model is suggested.  This would assume that the VSB module would be activated, or awakened, each time that the RLC has a fully assembled LLC frame to deliver.  The, each time the VSB process awakens, it follows a set of rules for controlling its execution:

Determine the state of RR/GRR: If not in packet transfer state Ton, then there is no automata operation required.  Additionally, make note of last GRR state, so that ( I <-> Ton ) may be tested the very next time that Ton EQ TRUE.  

IF GRR state Ton EQ TRUE

IF ( I <-> Ton ) EQ TRUE


Set a variable VSB_Reset = TRUE 

FI

 < Execute input queue automaton >

< Execute output queue automaton >

FI

2 Virtual streaming bearer queue control model

One of the goals of Virtual Streaming Bearer introduction is supporting the data services like audio (and possibly video) streaming utilizing 2.5G technology capabilities. For GPRS, there is no procedure defined which is equivalent to the handover procedure used for circuit switched GSM voice and data calls. Instead the “break-before-make” reselection is used to support the mobile station mobility during the mode when the Temporary Block Flow (TBF) is established. Therefore the interruption of the input data flow occurs every time when the reselection from one cell to another is performed.

2.1 Background: GPRS cell reselection basics

The mobile station, being in GPRS Standby and Ready states, may perform cell reselection. The cells to be monitored for cell reselection are defined in the Broadcast Allocation (BA) list, which is broadcast on PBCCH or BCCH if PBCCH does not exist. In packet transfer mode, the mobile station continuously monitors carrier of the serving cell and all BCCH carriers as indicated by the BA list (neighbour cells). In every TDMA frame a received signal level measurement sample is taken on at least one of the BCCH carriers, one after another.

For reselection decision making, the received signal level average (noted as RLA_P) is calculated as a running average of samples collected over a period of 5 seconds and is maintained for each BCCH carrier. The samples allocated to each carrier are as far as possible uniformly distributed over the evaluation period. At least 5 received signal level measurement samples are required for a valid RLA_P value.

According to [15, 16], the following cell reselection criteria (measured in dBm) are used for GPRS. 

a. The path loss criterion parameter C1 is used as a minimum signal level criterion for cell reselection for GPRS in the same way as for GSM Idle mode. The C1 calculation for each cell (serving and neighbour) is based on the corresponding RLA_P value and defined in [16].

b. The cell ranking criterion parameter C32 is used to select cells among those with the same priority. For serving cell, C32 is equal to corresponding C1. For each neighbour cell, C32 is equal to corresponding C1 modified with cell broadcast parameters [16].

c. The signal level threshold criterion parameter C31 for hierarchical cell structures (HCS) is used to determine whether prioritised hierarchical GPRS [16]).

At least for every new sample or every second, whichever is the greatest, the mobile station updates RLA_P and calculate the value of C1, C31 and C32 for the serving cell and the non‑serving (neighbour) cells. The mobile station make a cell reselection if:

i)
The path loss criterion parameter C1 for the serving cell falls below zero.

ii)
A non‑serving suitable cell (see 3GPP TS 03.22) is evaluated to be better than the serving cell. The best cell is the cell with the highest value of C32.

When evaluating the best cell, the hysteresis values are subtracted from the C32 value for the neighbour cells. The hysteresis values are broadcast on PBCCH of the serving cell. In case when a cell reselection occurred within the previous 15 seconds, the hysteresis value equals to 5 dB. If no suitable cell is found within 10 seconds, the cell selection algorithm of 3GPP TS 03.22 shall be performed.

2.2 VSB queue model

We introduce the VSB queue state variable S as a random variable, which equals to the VSB queue occupancy (%). The value of S can be recursively defined at the any given moment of time (i+1) as follows:
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where QL is a VSB queue low-water mark, QH  is aVSB queue high-water mark, RIO  is an Input/Output data rates ratio, and FCR  is a frequency of randomly occurred cell reselections.

The general VSB queue model is shown in the diagram below.
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The simulated queue occupancy vs. time example is presented in the diagram below.
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It can be seen that the queue becomes empty. There are three major reasons for this phenomena: (i) the data stream interruption caused by reselection,  (ii) the speed with which the application consumes data from the queue (more precisely, the ratio between queue input and output data rates), and (iii) the queue size (i.e. high-water and low-water marks). The goal of this section is to propose the VSB queue control mechanism that enhances the user perception of quality of service.

2.3 Queue control system

The VSB queue can be controlled by manipulating (separately or combined) two of the following parameters:

· Input/Output data rates ratio, and

· VSB queue size (low-water mark and/or high-water mark)

The prediction of the randomly occurred cell reselections may also significantly increase the control quality. 

For VSB queue, the control quality (control criteria) can be defined as an integral number of starvation occurrences during the session period. The goal of the control mechanism is to decrease (minimise) the control criteria compare to the “open loop system” with no control. The proposed system is a combined system where the closed loop control is used together with the prediction of the disturbance. The control system consists of the several components depicted in the diagram below.


In this paper we consider the queue size as constant. Thus the queue is controlled by changing the output data rate. The use of the prediction mechanism will be considered in the separate paper. 

2.4 Control algorithm 

We notate the queue’s output rate adjustment (control) period as Tadj .  We adjust the output data rate at the end of each interval, i.e. set it for the next interval. For any discreet control period of i, a trivial control policy will be to set the output data rate 
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 for the next interval that provides transmission to LLC layer the same amount of data that has arrived from RLC in the previous period 
[image: image9.wmf])

(

i

r

in

. Thus output data rate for period (i+1) can be determined as
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When the input stream data rate from RLC increases, the VSB queue may become full and eventually wastes the resources (memory) and requires flow control involvement. When the input stream data rate decreases, the LLC layer does not receive enough data, the application “starves”, and, as a result, the user’s quality of service perception degrades. 

For our purposes, the above formula cannot be used because it does not take into consideration the queue status. In such case the output rate for the next period of time should be equal to the current content of the queue plus the same amount of data that has been received in the previous period. This means
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where Tadj is the duration of the queue adjustment (control) period. The relationships among discussed parameters are shown in the picture below.


In addition the queue occupancy target Star  is also specified, which is the queue occupancy that should be reached and sustained by the control system during the session. To increase the control quality, the system performs sampling inside each control period, measures input data rate, and maintains its running average: 
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For each queue adjustment (control) period, the control algorithm works as follows:

Step 1: Set 
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to zero at the beginning of the period of i

Step 2: Measure input data rate and maintain the running average 
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during the current adjustment period of i.

Step 3: Determine the VSB queue occupancy 
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at the end of the adjustment period of i.

Step 4: Set the output data rate for the next control period (i+1) according to the following formula:
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The running average 
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is calculated based on the samples taken inside of the each control period. The running average 
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is reset at the beginning of each queue adjustment period. This means that the status of the queue at the end of the adjustment interval depends on the queue state observed at the end of the previous control period and independent of the previous intervals.

3 Simulation environment

3.1 Quantitative objectives

The purpose of the Virtual Streaming Bearer (VSB) is to mask the effects of user mobility, specifically the effects of downlink jitter and data interruption during cell reselection, and to determine whether or not this method may be a candidate for simple Gb bearer enhancement.  The objective of the simulation therefore is to study the behaviour of the VSB with regard to its ability to counteract application data starvation during various simulated cell reselection scenarios.  

Cell reselection is simulated by introducing delays in the downlink data flow from the sender to the receiver.  These delays are pseudorandom in nature and based on some selected minimum and maximum value of two essential parameters:

1) reselection frequency, which describes how often reselection occurs and

2) reselection time, which describes a measure of how much time is required for the mobile terminal to leave one serving cell, access another serving cell and for data to begin flowing once again on the new cell.

The output of the simulation is a measure of how many frames are in the received packet queue over time, at any given frame period in time.  This quantity indicates whether or not the application would be starved of input data, viz. when the number of data in queue is zero. 

In addition, this study is expected to provide us with some quantitative insight as to the required ratio of data transfer rate over the radio medium as compared to the rate of frame consumption.  This is because in order to keep the buffer filled to such a degree as to enable the compensation for the effects of cell reselection, the transfer rate over the radio interface on the downlink must be greater than the demand for data by the application.  

This requirement implies the further requirement for flow control over the radio interface, so that the queue does not simply grow to un-maintainable proportions over the lifetime of the data transfer.  By locating the VSB buffering mechanism inside the mobile terminal instead of relying on the application for buffering, application dependencies and variations in behaviour due to application buffer size and management techniques are reduced.

3.2 General architecture

The general architecture for the simulator is presented in the following diagram, and includes the following components and parameters:
Information source/sink: These components facilitate access to a stream-oriented information source such as a file.  The information SOURCE may read data from a file while the information SINK may write information to a file or pipe it to an application.

Packetizer/un-packetizer: These components convert between a stream-oriented information format and a packet-oriented format similar to a Logical Link Controller (LLC) frame.  The packetizer adds the header information while the un-packetizer strips it off after checking for, and logging, duplicate frames.

Header parameters: frame_number, data_length

Virtual Streaming Bearer (VSB) Network part: This component enqueues the frames for transmission to each cell for the purpose of the simulation, whenever a frame is to be sent.  In actual implementation, there is likely to be some logic in the SGSN to control routing and queueing.

VSB Mobile part: This part would implement the state machines specified in section 2.3 of this document.

Cell 0 through N and Cell selector: The concept of multiple cells and cell selection may be expressed by a single entity that creates the effects of cell reselection by introducing periodic delays in transmission.  This is a critical element of the study, as our objective is to determine the effects of cell selection on the reliability of data streaming.

Parameters: minimum_reselection_frequency, maximum_reselection_frequency, minimum_reselection_time, maximum_reselection_time.  Reselection parameters are pseudo-randomly chosen between the minimum and maximum values to better reflect the operation of a realistic system.

Packet queue: The packet queue comprises a linked list of packet elements and is managed by a set of functions to atomically handle the normal operations of adding an element, retrieving an element, counting elements, testing how the number of enqueued elements relates to the high and low water marks.

Queue parameters: number_in_queue, high_water_mark, low_water_mark.


[image: image19.wmf]Medium Access Controller (MAC)

Virtual Streaming Bearer, general architecture for simulation environment

Q

Q

L

H

Un-packetizer

Virtual streaming

bearer: mobile part

Cell selector

Cell 0

Cell 1

Cell 2

Virtual streaming

bearer: network part

Packetizer

Information

source: data file

Information sink:

data file

Network environment

Mobile environment

Packet queue


3.3 Simulator operation and logic

Network part: Source data are read into the packetizer, which constructs a frame packet having a specified data_length and assigns a frame_number.  If the VSB network part determines that i) downlink data flow is turned on and ii) it is time to send the frame packet, it is sent to the mobile portion of the code and the process repeats.

Mobile part: If it is time to reselect serving cells, the cell selector, i) sets state Toff to TRUE and ii) sleeps for a random value >= minimum_reselection_time and <= maximum_reselection_time.  Otherwise, I) the VSB mobile part input automata is executed, ii) the VSB mobile part output automata is executed and iii) if it is time to feed a datum to the application, then the un-packetizer reads a frame from the queue, removes its header, logs the value of the data on the queue and the output frame number and then sends the application datum to the information sink.

3.4 Simulation results 

To verify the effectiveness of the proposed algorithm the computer simulation was performed. The first diagram below shows the case when the control loop is disabled. 
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The next diagram shows the significant decrease of the control criteria (number of the “application starvation” occurrences) when proposed control algorithm is used and the input data rate is over-dimensioned to approximately 5% greater than the demand.  It is important to note that there exists a point in every operational environment for which increasing the amount that the input data rate is over-dimensioned produces no application data starvation.  The purpose for showing a non-idealised simulation scenario is to demonstrate the large impact that may be observed by introducing control over a relatively small amount of additional data rate over-dimensioning.  This is important, because any over-dimensioning represents a waste of capacity which must be taken into account when considering the commercial viability of such a service.
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3.5 Further considerations

Note that the over-dimensioning of the downlink basic data rate is relatively small (~2%) in order to absorb the effects of reselection in environments in which cell change occurs once per minute, and increases to around 8% to 10% in more “reselection hostile” environments.  
It is clear that the smaller control period (i.e. closer to the sampling period), the better average input rate follows the incoming data stream, the more precise the queue state is reflected by the state variable S, and the more fine control can be performed. On another hand, if the control mechanism has the prediction ability, the adjustment period may be increased.

4 Summary
This document has shown that downlink streaming may in fact be highly achievable over the Gb interface with few modifications, and in particular with the addition of a virtual bearer component which has demonstrated a degree of  protection from starvation of the application from data resulting from the effects of cell reselection.

We welcome input from operators and other manufacturers as to the viability of this method.
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