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1. Introduction

In [1] and [2], several convolutional codes for the application in FLO were investigated. It was concluded that even one code alone with code rate 1/3 ([G4 G7 G5], used already in EGPRS) provides sufficient performance [1]. However, in these investigations only non-recursive codes have been considered. In this contribution, we compare the channel coding and rate matching included currently in the TR on FLO [3] with a  recursive systematic code (code rate 1/3) and a corresponding rate matching algorithm.

2. Coding and rate matching

Interest in recursive systematic convolutional (RSC) codes was inspired by the performance advantages compared to non-recursive non-systematic convolutional (NRNSC) codes documented in [4] for AMR-NB. Furthermore, RSC codes with subsequent puncturing offer a “no-coding” option without the need for additional signaling. 

If systematic codes are to be used, the rate matching algorithm has to be changed since puncturing of systematic bits would degrade the performance significantly and pose the risk to render the code catastrophic. An equivalent problem has been solved already for UTRAN – the rate matching algorithm for turbo encoded traffic channels [5]. 

2.1. Recursive systematic convolutional encoder

For the RSC encoder, the same polynomials as proposed for the NRNSC encoder where chosen (G4, G5, G7) with G4 as feedback polynomial,

G4/G4 = 1

G5/G4 = 1 + D + D4 + D6 / 1 + D2 + D3 + D5 + D6
G7/G4 = 1 + D + D2 + D3 + D6/ 1 + D2 + D3 + D5 + D6
An transport block {u(k)} thus results in an encoded bit stream {C(k)} defined by:

r(k)

= u(k) + r(k-2) + r(k-3) + r(k-5) + r(k-6)

C(3k)
= u(k)

C(3k+1)
= r(k) + r(k-1) + r(k-4) + r(k-6)

C(3k+2)
= r(k) + r(k-1) + r(k-2) + r(k-3) + r(k-6)

And for termination of the coder:

r(k)

= 0

C(3k)
= r(k-2) + r(k-3) + r(k-5) + r(k-6)

C(3k+1)
= r(k) + r(k-1) + r(k-4) + r(k-6)

C(3k+2)
= r(k) + r(k-1) + r(k-2) + r(k-3) + r(k-6)

2.2. Rate matching algorithm for codes with systematic bits

In contrary to NRNSC codes where all bits are equally eligible for puncturing a rate matching algorithm for systematic codes must strictly avoid puncturing of systematic bits. This is ensured by the rate matching algorithm for turbo encoded traffic channels in UTRAN. In short, the encoded bit stream – the output of the RSC coder – is divided into sub-streams containing the systematic bits and the parity bits, respectively. Then puncturing is performed on the sub-streams of parity bits as described below.

If the rate matching algorithm works in repetition mode there is no difference between RSC and NRNSC codes. 

2.2.1. Description of the algorithm

Notation used:
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Round x towards -(, i.e. integer such that 
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Absolute value of x.
 I
Number of TrCHs in the coded composite transport channel (CCTrCH).
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Total number of bits that are available in a radio block for the CCTrCH.
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Number of bits in an encoded block before rate matching on TrCH i with transport format combination j.
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If positive, 
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 denotes the number of bits that have to be repeated in a radio segment on TrCH i with transport format combination j in order to produce a radio frame.


If negative,
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 denotes the number of bits that have to be punctured in a radio segment on TrCH i with transport format combination j in order to produce a radio frame.


If null, no bits have to be punctured nor repeated, i.e. the rate matching is transparent and the content of the radio frame is identical to the content of the radio segment on TrCH i with transport format combination j.
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Semi-static rate matching attribute for transport channel i.

 eini
Initial value of variable e in the rate matching pattern determination algorithm.

 eplus
Increment of variable e in the rate matching pattern determination algorithm.

 eminus
Decrement value of variable e in the rate matching pattern determination algorithm.

b:
Indicates systematic and parity bits 
b=1: Systematic bit.

b=2: 1st parity bit.
b=3: 2nd parity bit.
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Intermediate calculation variable.

For each radio block using transport format combination j, the number of bits to be repeated or punctured (Ni,j within one encoded block for each TrCH i is calculated with the following equations:
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for all i = 1 … I
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for all i = 1 … I

If repetition is to be performed, i.e. (Ni,j >0, the following parameters are to be used for each TrCH:

eini  = 1

eplus  = 
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If puncturing is to be performed, the parameters below shall be used. Index b is used to indicate systematic (b=1), 1st parity (b=2), and 2nd parity bit (b=3).
a=2 when b=2
a=1 when b=3
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eini  = 
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eplus  = 
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The rate matching rule is as follows:

if 
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-- puncturing is to be performed
e = eini



-- initial error between current and desired puncturing ratio 

m = 1



-- index of current bit

do while 
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-- for each bit of the radio segment of TrCHi
e = e – eminus 


-- update error

if 
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 then


-- check if bit number m should be punctured

puncture bit bim

-- bit is punctured

e = e + eplus


-- update error

end if

m = m + 1


--  next bit

end do

else if 
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-- repetition is to be performed

e = eini



-- initial error between current and desired puncturing ratio 

m = 1



-- index of current bit

do while 
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-- for each bit of the radio segment of TrCHi
e = e – eminus 


-- update error

do while 
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-- check if bit number m should be repeated

repeat bit bi,m 

-- repeat bit

e = e + eplus


-- update error

end do

m = m + 1


--  next bit

end do

else




-- 
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 = 0


do nothing


-- no repetition nor puncturing

end if.

3. Simulation results

Simulations were run in TU3 ideal FH at 900 MHz for 50’000 frames each. A 24 bit coded TFCI was assumed and error detection was provided by a 12-bit CRC. The effective coding rate, i.e., the ratio of the output block size after rate matching to the input block size of the convolutional encoder, was varied from 1 to 0,13. 

In terms of bit error rate (BER), the RSC code should – according to theory – outperform the NRNSC code for low C/I values but degrade for high C/I values. An additional advantage of an RSC code can be expected for effective coding rates close to 1 (if no systematic bits are punctured). In the extreme case of effective coding rate = 1, the RSC code offers uncoded transmission which should result in a better performance than NRNSC coding for a certain C/I range. The only question is, whether these C/I intervals where the RSC code achieves a lower BER than the NRNSC code correspond to realistic operating points.

Figure 1 to Figure 5 show the simulation results (BER) for four different values of the effective coding rate. For effective coding rates close to 1, the RSC code performs strongly compared to the NRNSC code. The performance advantage of the RSC code diminishes at an effective coding rate of 1/3, without showing significant performance degradation for high-repetition scenarios, e.g., an effective coding rate of 1/6. The block error rate is identical for all scenarios (not shown here).
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Figure 1: TU3 ideal FH, effective coding rate = 1.
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Figure 2: TU3 ideal FH, effective coding rate = 0,75.
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Figure 3: TU3 ideal FH, effective coding rate = 0,44.
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Figure 4: TU3 ideal FH, effective coding rate = 1/3.
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Figure 5: TU3 ideal FH, effective coding rate = 1/6.

4. Summary and conclusion

Compared to the current working assumption for channel coding in FLO – an NRNSC code with appropriate rate matching algorithms – an RSC coder with the same code rate (and even the same polynomials used) offers significant performance improvements in terms of bit error rate for effective coding rates close to 1 without degradations for good channel conditions. Furthermore, the RSC coder offers inherently a “no-coding” option without the need for additional signaling. 

The rate matching algorithm has to be adopted for the transmission of systematic bits. However, there is no need for developing a new algorithm since the rate matching algorithm for turbo encoded traffic channels in UTRAN can be reused. 

Therefore, we propose to use an RSC code of rate 1/3 together with the adopted rate matching algorithm for turbo coding in UTRAN in the Flexible Layer One.
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