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1 Introduction

TSG GERAN #11 approved the WI for a Feature on enhancements to GPRS in order to support streaming in an efficient manner [1]. The completion of two of the Building Blocks of this feature is a pre-requisite before the actual Stage 3 work can start. These two blocks refer to:

· Analysis of the performance offered by GPRS Release 5 (see [2])

· Analysis of the requirements for the support of streaming services (see [3])

Several companies have started looking into the performance of GPRS and its suitability to support streaming services. One of the main limitations that GPRS seems to have is the relatively long interruption of the service at cell change. Two contributions discussed in the GERAN WG2 #11bis meeting attempted to calculate the minimum (see [4]) and the typical (see [5]) gap in the service due to an MS controlled cell change. Whereas these calculations are useful and necessary, there are other considerations to be made:

· the length of the interruption will not be constant, but will follow some distribution function;

· several cell changes may occur during the life of a streaming session;

· a cell change may also be a Routeing Area change.

This modelling exercise will also take into account the statistics of the mentioned interruption, in most cases based of measurements taken from a Vodafone’s GPRS live network.

2 Modelling of total interruption due to cell changes

2.1 Description of the model

It is assumed in this paper that the streaming application at the client end can be modelled as a queue or buffer of size B which is fed at a rate ( from the radio interface and from which information is extracted at a rate ( in order to be played. The actual contents of the buffer at any point in time are noted as b.
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Figure 1: Queue model of the downlink streaming application at the MS end.

2.2 Assumptions

During this modelling exercise the following assumptions have been made:

1. The transmission rate over the radio interface is either 0 (during a cell change) or constant otherwise ((0).
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(Eq. 1)

where:

tic: time at which the ith cell change happens;

zic: duration of the interruption caused by the ith cell change.

2. The play-out rate of the application is either 0 (during the filling of the buffer) or constant otherwise.
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(Eq. 2)

As shown above, it is further assumed that the play-out rate is the same as the transmission rate over the radio interface. Note that this implies that the application can continue to play information out during a cell change as long as the buffer is not empty. If the buffer depletes, the application stalls in order to allow the buffer to be (partially) filled in.

3. No cell changes occur during the filling of the buffer (tB = B / (0). This is due to the typically short time that this operation lasts (e.g. 5 seconds). Even if a cell change occurs, the result will be a longer delay in the start of the session, but it will not cause the stalling of the session. It is believed that the user perception of performance is more tolerant to additional delay in the start of the session than to session stalling.
4. The time between cell changes follows a normal distribution, with a certain minimum value. This is shown in Figure 2.
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(Eq. 3)

( : standard deviation.

Figure 2: Capped normal distribution of time between cell changes.

5. The time of the interruptions due to cell and Routeing Area changes follows a shifted Rayleigh distribution, as shown in Figure 3. This assumption has been confirmed with measurements on the live network.
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(Eq. 4)



Figure 3: Shifted Rayleigh distribution of the interruption time due to cell and RA changes.

6. Intra- and Inter-BSC NACC is used.
7. The probability of a cell boundary also being a Routeing Area boundary follows a Bernoulli distribution. This assumes complete independence in the probability of RA changes at two consecutive cell changes.
8. No PBCCH is present and NMO II is used. The MS operates in class B. Therefore the Gs interface is not used and the combined update procedures cannot be used. When a cell change means a Location Area change, the RAU procedure is executed after the LAU procedure.
9. There is perfect flow control on the Gb interface, so that the buffer at the BSC is never empty during the duration of the session.
10. There is no additional delay at BSC change.
11. Radio conditions are perfect: there are no losses or retransmissions.
12. Interruption times at cell changes within GERAN or between GERAN and UTRAN are the same. This may only be the case if NACC from UTRAN to GERAN is used, although it has not been standardised.
Figure 4 shows graphically how the transmission and applications flows, as well as the buffer size evolves with time due to cell changes.
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Figure 4: Evolution of the client buffer size, b(t), due to cell and RA changes.

2.3 Dimensioning questions

There are two questions aimed to be answered making use of this model. Firstly, with Release 5 GRPS performance,

Question 1: what is the size of the buffer to accommodate the interruptions in the transmission over the radio interface due to cell changes so that the session does not stall in most of the sessions?

As it is explained above, the size of the buffer has a direct impact on the delay of the start of the streaming session and therefore it cannot be made too big. So, assuming a certain buffer size,

Question 2: what are the GPRS R5 cell reselection and RAU times that ensures that most of the sessions are not stalled due to buffer depletion?

3 Analysis of results

3.1 Calculation of the buffer size

3.1.1 Principle

The correct buffer size is calculated from the CDF of the total interruption time for different probabilities of session stalling (2%, 5% and 10%). This principle is depicted in Figure 5.
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Figure 5: Calculation of the buffer size from the CDF of the total interruption time.

3.1.2 Simulation parameters

The simulation parameters that were used to calculate the buffer sizes are summarised in Table 1. Most of the figures are based on measurement made on a live GPRS network. In other cases, estimations have been made. For instance, as indicated in section 2.2, the interruption at cell change assumes the use of NACC.

Parameter
Value
Unit

Time between cell changes
[Capped normal distribution]
Average
60
Seconds


Standard deviation
25
-


Minimum
5
Seconds

Interruption time at cell change
[Shifted Rayleigh distribution]
Average
1.5
Seconds


Shift
0.5
Seconds

Interruption time at RA change
[Shifted Rayleigh distribution]
Average
7
Seconds


Shift
5
Seconds

Probability of RA change at cell change [Bernoulli distribution]
Probability
15%
-

Duration of the streaming session
30, 60, 120, 240
Seconds

Number of simulations
107
-

Table 1: Simulation parameters for estimation the buffer size.

3.1.3 Results

The results are depicted in Figure 6. Table 2 shows the size of the buffers that would be necessary to accommodate the interruption time in a certain percentage of the streaming sessions with the assumptions above mentioned.
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Figure 6: CDF of total interruption time for different session lengths.

Simulation time
90%
95%
98%

30 seconds
0.69
1.58
2.48

1 minute 
2.71
6.61
7.87

2 minutes
8.27
9.47
11.17

4 minutes
14.06
16.67
19.07

Table 2: Simulation results for the estimation of the buffer size.

3.2 Calculation of the reduction in cell change interruption

3.2.1 Principle and assumptions

In order to answer the second question posed in section 2.3, the input parameters need to be modified so that a given buffer size satisfies the required percentage of users. For these calculations a client buffer size of 5 seconds has been assumed. It is further assumed that the following simulation parameters do not change:

· The distribution of time between cell changes

· The probability of Routeing Area change at a cell change

The aim is therefore to see how much the interruptions due to cell and RA changes need to be improved (or can be degraded) so that a client buffer of 5 seconds can absorb such interruptions. In order to simplify the calculations, the distributions of the interruption times are scaled with a constant factor K: the values used for the simulations will be as shown in Table 3.

Parameter
Value
Unit

Time between cell changes
[Capped normal distribution]
Average
60
Seconds


Standard deviation
25
-


Minimum
5
Seconds

Interruption time at cell change
[Shifted Rayleigh distribution]
Average
1.5 * K
Seconds


Shift
0.5 * K
Seconds

Interruption time at RA change
[Shifted Rayleigh distribution]
Average
7 * K
Seconds


Shift
5 * K
Seconds

Probability of RA change at cell change [Bernoulli distribution]
Probability
15%
-

Duration of the streaming session
30, 60, 120, 240
Seconds

Number of simulations
107
-

Buffer size
5
Seconds

Table 3: Modification of the simulation parameters for the estimation of K.

However, the scaling (i.e. compression for K < 1 or expansion for K > 1) of the distributions for the interruption times has the effect of modifying the total interruption time of the session by the same factor:
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where
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is the fixed client buffer size of 5 seconds and
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is the buffer size with K = 1 obtained in the previous section and summarised Table 2. Therefore, the value of K that satisfies a given number of sessions for a certain client buffer is:
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This relationship has also been verified with simulations.

3.2.2 Results

Using this equation on Table 2, the values of K for the different scenarios are obtained. The values in red indicate the cases when the performance of the cell reselection and Routeing Area Update procedure would need to be improved.
Simulation time
90%
95%
98%

30 seconds
7.28
3.17
2.02

1 minute
1.84
0.76
0.64

2 minutes
0.60
0.53
0.45

4 minutes
0.36
0.30
0.26

Table 4: Simulation results for the estimation of the scaling factor.

Using these values of K, Table 5 shows what the simulation parameters for the interruption times should be in order to prevent a client buffer of 5 seconds from depleting.

Simulation time
Cell / RA change
90%
95%
98%



Min
Aver
Min
Aver
Min
Aver

30 seconds
Cell change
3.64
10.92
1.58
4.75
1.01
3.03


RA change
36.39
50.95
15.84
22.17
10.10
14.14

1 minute
Cell change
0.92
2.77
0.38
1.13
0.32
0.95


RA change
9.22
12.90
3.78
5.30
3.18
4.45

2 minutes
Cell change
0.30
0.91
0.26
0.79
0.22
0.67


RA change
3.02
4.23
2.64
3.69
2.24
3.13

4 minutes
Cell change
0.18
0.53
0.15
0.45
0.13
0.39


RA change
1.78
2.49
1.50
2.10
1.31
1.83

Table 5: Characterisation of the cell and RA changes for a client buffer of 5 seconds.

These results should aid as a reference for future work in the improvements of these procedures.

4 Possible improvements

The simulations performed and the results provided in this paper are based on several assumptions and simplifications. The following list described possible improvements that may be considered for a more realistic set of results:

1. The calculation of the improvements that need to be done to the cell reselection and Routeing Area Update procedures could be done independently, since these are two independent procedures.

2. One of the main improvements to consider is the possibility to increase temporarily the transmission rate over the radio interface in order to compensate for the interruptions at cell change. For this, the following issues should be addressed:

· What are the mechanisms to be implemented in the BSS for the control of the flow of the radio interface?

· If the BSS increases the data rates after a cell change in order to fill in the client buffer, what information does the BSS need about the size of the client buffer?

· Is the BSS aware that the service is a real time streaming service and that such mechanisms have to be used?

· What happens when the MS changes to a congested cell where more resources than those needed for the guaranteed bit rate cannot be allocated?

· What happens when the guaranteed/play-out data rates of the streaming session require the allocation of the maximum number of timeslots in the downlink?

3. Non-ideal radio conditions (i.e. packet losses and retransmissions) may be taken into account.

5 Conclusions

This paper has studied the probability of depleting the client buffer of a streaming application due to cell changes and the buffer sizes to prevent such depletion in a certain percentage of the sessions, assuming that the transmission and the play-out rates are the same. This study attempts to assist with the ongoing investigations in TSG GERAN on the performance of Release 5 GPRS and how this needs to be enhanced for the support of streaming services. For this purpose, the results provide an indication of how much the cell reselection and the RAU procedures should be improved (assuming the same relative reduction) in order to comply with a given client buffer size of 5 seconds.

It is felt that the strongest limitation of the environment modelled in this exercise is given by the restriction of having the same guaranteed and maximum data rates, which prevents the filling of the client buffer after a cell change. It is therefore recommended that mechanisms to circumvent such restriction be investigated. As, however, there may be situations when this mechanisms may not be possible (e.g. congestion, full multislot capabilities in use), the figures shown in this paper should still be considered, albeit as a worse-case scenario.
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