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1 Introduction

This paper analyses the shortcomings that exist in the packet forwarding mechanism associated with cell reselection in the standards [2] and presents a mechanism to overcome these shortcomings.  The mechanism can also be used to improve performance in the event packets are dropped for reasons other than cell reselection.  An investigative model was built and the concept was simulated to analyse the proposed modification to the cell reselection mechanism and the end user experience. The results of this modelling effort are discussed in another paper [3].

2 Issues with the existing mechanisms provided by the network

In the current packet forwarding implementation, the SGSN sends packets to the NSE, where they are buffered for transmission to the mobile.  Packet losses caused by cell reselection, buffer overflows, and so forth may result in degraded end-to-end performance and charging for packets that are not delivered.  It is possible to ensure that all packets are delivered if LLC is operated in the acknowledged mode.  Operating in the acknowledged mode, however, may reduce network performance since the SGSN’s transmission rate is dependent on receiving a LLC acknowledgement from the MS. 

According to [2] when performing a cell change, the buffered packets at the NSE can be deleted or transferred to a new cell during a cell reselection.  The NSE notifies the SGSN via either a LLC PDU DISCARDED message whenever the “per MS buffer” in NSE is deleted or by a LL FLUSH ACK when the buffer is transferred or deleted.  These messages (LLC PDU DISCARDED and LL FLUSH ACK) do not capture lost packet information under certain conditions (such as corrupted packets delivered to the NSE).  Another detrimental situation is packet losses during inter-NSE cell reselection.

The standards mandate NSE buffer deletion during inter-NSE cell reselection.  This causes performance degradation during inter-NSE cell reselection (see attached simulation results[3]).

Retransmission of lost packets by upper layer protocols will result in additional traffic and, possibly, additional charging.

When performing a TCP transaction, TCP adapts to the delay perceived during a cell reselection and reduces the offered throughput and hence degrading the performance. This drop in throughput can be minimised by the proposed packet recovery mechanism.  UDP-based protocols (such as those used in streaming audio applications) also adapt to packet losses and delays; the adaptation is similar to that used in TCP:  reduction in offered load and retransmission of lost packets.  The reduction in offered load is often done by reducing signal (e.g., voice) encoding rates, thus reducing packet sizes.  This results in replay quality reduction.  The proposed packet recovery mechanism benefits these types of protocols by recovering lost packets, in the order of their reception in the GPRS network, from the SGSN.

3 Solution

The proposed solution is to treat the per-MS buffer in the NSE and the per-MS buffer in the SGSN as components of a distributed database.  The database in the SGSN also contains copies of all LLC frames associated with that MS that have been sent to the NSE, but, as far as the SGSN can infer, have not been transmitted by the NSE to the MS.  Any changes in the NSE’s component (e.g., packet transmission, loss, and so forth) are reflected in the SGSN’s database containing copies of the LLC frames sent to the NSE.  New messages SYNC and SYNC-ACK will be added to [2]. The SYNC message is used by SGSN to query the NSE about its per-MS buffer contents, the SYNC-ACK message will then be sent by the NSE as a response to the SGSN’s query.  This query response contains the identification of the last LLC frame (associated with the given MS) that has been transmitted by the NSE and information as to whether packets following this one were dropped or not.  Upon receipt of the acknowledgement, the SGSN updates its copies database (i.e., removing copies of packets that have left the NSE).  Charging correction can also take place at this moment.  During inter-NSE cell reselection, or during intraNSE cell reselection without per-MS buffer forwarding, or because of other packet losses on the Gb link or in the NSE, the SGSN’s copies database is used to recover and transmit the lost packets to the new cell.  This procedure eliminates packets losses caused by buffer dropping.  The local recovery of dropped packets improves performance as higher layers do not have to recover lost packets.

4 Conclusion

A mechanism for minimizing packet losses during cell reselection and other Gb link or NSE reasons is presented.  The mechanism improves network-level performance and allows real-time packet charging correction.
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