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TBF Handover Concept
1. Introduction

One important factor affecting the service quality and system efficiency is how the mobile station moves from one cell to another while transferring data. In circuit switched GSM handover procedure has been traditionally used while in GPRS cell reselection was considered sufficient mechanism for the purpose. In GERAN it has been assumed so far that handover procedure is used on dedicated and cell reselection on shared channels.

While being a relatively simple procedure cell reselection has some disadvantages. One of them is a relatively long service gap during the cell change. In basic NC0, NC1 and NC2 schemes the service gap can be several seconds because of the need to acquire PSI broadcast messages and to set up the TBF in the target cell before resuming to data transfer. This gap is clearly affecting the user-perceived QoS even in case of non real-time data. To enhance the situation Network Assisted Cell Change (NACC) procedure was standardized in release 4. In NACC target cell system information can be sent to the mobile station before it leaves the cell. As the MS need not acquire system information in the target cell before making the access the service gap can be decreased down to few hundreds milliseconds. This is already significant improvement but still the situation could be better. 

In this paper we present a TBF handover concept which has several advantages over cell reselection. The proposed scheme decreases the service outage time experienced while changing the cell. In addition, it allows decreasing the load on (P)CCCH and provides means to control better the radio resource usage and the QoS level provided for different users. The proposed scheme applies equally in Iu and A/Gb modes. It is proposed that it is standardized as a part of release 5. Accompanying document [2] is a draft CR to 44.060 and contains a more detailed description of the proposed scheme.

2. TBF handover concept

TBF handover is based on same principles as handover on CS side. The MS is moved directly from source cell PDCH to a PDCH in the target cell. Prior changing the cell necessary system information is provided for the MS on PACCH via source cell. On a general level the procedure is as follows: 

2.1 Case when RLC protocol is not reset

Assuming that both source and target cells are controlled by the same PCU there is no need to reset the operation of RLC protocol. Measurement reporting and the decision to change cell are based on existing procedures. Before triggering the TBF handover necessary neighbour cell information is sent to the mobile station in Packet Neighbour Cell Data message as is done in NACC. TBF handover is triggered by the network sending a Packet Cell Change Order message to the MS. This message should contain among other information also TBF parameters to be used in the target cell and starting time. At the indicated starting time the MS leaves the cell and moves to the assigned PDCH and transmits access bursts in the indicated uplink block. The network shall respond to these access bursts by sending PACKET POWER CONTROL/TIMING ADVANCE, PACKET DOWNLINK ASSIGNMENT, PACKET UPLINK ASSIGNMENT, PACKET TIMESLOT RECONFIGURE or PACKET UPLINK ACK/NACK message containing a valid timing advance information. Alternatively, the network may provide continuous timing advance index or timing advance value
 in the PCCO message. TBF handover procedure ends when the MS camps on the assigned PDCH in the target cell, has valid timing advance information and has correctly received a downlink data or control block addressed to it. Thereafter normal operation may continue. In case the TBF handover fails the MS shall terminate the TBF and make an access via (P)CCCH.

2.2 Case when RLC protocol is reset

When the source and target cells are controlled by different PCUs it is not as simple to make a handover without releasing the TBF and reseting the operation of RLC protocol. In order to avoid complexity caused by the RLC context transfer it is proposed that in case the PCU changes during the handover a new TBF is assigned and the RLC protocol is reset when a handover is carried out. This makes the gain from the TBF handover slightly smaller. However, the service outage time is still shorter, QoS provisioning easier and the load on (P)CCCH smaller compared to cell reselection procedure. 

The TBF handover procedure itself is similar to the previous case except that the operation of RLC protocol is restarted. A new TBF is assigned for the target cell using the parameters given in the PACKET CELL CHANGE ORDER. 

3. Benefits of the proposal

If the TBF handover is standardized the GERAN shared channel performance is improved in many respect (the gain is achievable in both Iu and A/Gb modes).

The gain consists of the following: 

1. Load on (P)CCCH decreases

2. Service outage time decreases. Especially, in loaded cells it is not possible to control how long the access takes because access bursts may collide or Packet Channel Request may get rejected.

3. From radio resource management point of view it is easier if the MS can be ordered directly to a particular PDCH. When cell reselection is used the MS must first solve the contention resolution before the network knows which MS is in question and what are the service requirements. It may well happen that after this the MS has to be transferred to another PDCH to be able to provide sufficient service level. This is very suboptimal way to manage radio resources.

4. When RLC protocol need not be reset (PCU does not change) there is no need to relocate the RLC buffer or retransmit all the blocks that have been sent but not yet acknowledged. Consequently the number of unnecessary retransmissions decreases.

5. Lower delay in cell change improves TCP performance and increases thus the system throughput. 

In order to estimate the amount of retransmissions when cell reselection is carried out (the operation of RLC protocol is reset) some simulations were made. Figures below show probability distributions for the number of bytes to be retransmitted in case a cell reselection is made at a given point in time. When the RLC protocol is not reset during the cell change only those blocks that were incorrectly received need to be retransmitted. In the figures x-axis shows the amount of data to be retransmitted and y-axis the probability. It should be noticed that in these simulations "intelligent" cell reselection algorithm was not assumed. Normally, when the C/I level is high enough the network may wait for an appropriate time (get acknowledgement for the transmitted blocks) before triggering the cell reselection. The situation becomes more difficult when the C/I is low and there are several users sharing the channel. Under the circumstances it may take time to get the acknowledgement and due to low C/I the mobile station cannot continue camping on the serving cell for a long time. 
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Table 1: Key simulation parameters
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Figure 1. Probability distribution for the amount of retransmitted data. (GPRS, CS2, polling interval 12, CIR=10)

Figures 1 and 2 present GPRS case assuming 12 blocks polling interval with C/I 10 and 25 respectively. The maximum value round 2000-2500 bytes follows from the GPRS window size and used coding
. The reason why even in good conditions typically 1500 bytes would be retransmitted is that in the simulations there was typically only one mobile station on the PDCH at a given time (this is due to used traffic intensity). In this case a 3 timeslot mobile station sends most of the 1500 bytes TCP segment before it gets the first acknowledgement. Naturally in this case "intelligent" network would wait for the acknowledgement before triggering the cell reselection. 
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Figure 2. Probability distribution for the amount of retransmitted data (GPRS, CS2, polling interval 12, CIR=25).
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Figure 3. Probability distribution for the amount of retransmitted data (EGPRS, MCS7 polling interval 24, CIR=10).

Figures 3-10 present the simulation results for (E)GPRS. In EGPRS the window size is significantly bigger than in GPRS. Consequently, when the C/I is low there may be a large amount of data sent but not fully acknowledged when there is a need to trigger the cell reselection. 

In some scenarios the C/I operation point (C/I=10dB) seems to be too low for the used coding scheme (especially MCS7). These cases were chosen to illustrate the worst case scenario on the cell border. In fact the TBF handover would be most beneficial when EGPRS is used in low C/I conditions and there are several users sharing the same PDCHs. Low C/I causes the difference between the send state and acknowledged state variables to become large (a high number of blocks sent but the RLC window cannot be moved due to missing blocks). At the same time the low C/I forces to move the MS to a better cell. When there are several users sharing the PDCH it takes a longer time to get the blocks acknowledged and if a cell reselection must be performed it takes a longer time to retransmit these blocks.
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Figure 4. Probability distribution for the amount of retransmitted data (EGPRS, MCS7 polling interval 12, CIR=25).
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Figure 5. Probability distribution for the amount of retransmitted data (EGPRS, MCS5, polling interval 12, CIR=25).
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Figure 6. Probability distribution for the amount of retransmitted data (EGPRS, MCS5, polling interval 12, CIR=15).
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Figure 7. Probability distribution for the amount of retransmitted data (EGPRS, MCS5, polling interval 12, CIR=10).
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Figure 8. Probability distribution for the amount of retransmitted data (EGPRS, MCS5, polling interval 24, CIR=25).
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Figure 9. Probability distribution for the amount of retransmitted data (EGPRS, MCS5, polling interval 24, CIR=15).
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Figure 10. Probability distribution for the amount of retransmitted data (EGPRS, MCS5, polling interval 24, CIR=10).

The presented simulation results indicate that when C/I is low there may be several kilobytes data sent but not completely acknowledged preventing moving the RLC window. In this case, cell reselection would cause a large number of blocks to be retransmitted. This causes delays in data transmission and decreases the system throughput. 

4. Conclusion

In this paper we have presented basic principles of TBF handover procedure. The proposed mechanism would improve GERAN shared channel performance by decreasing the load on (P)CCCH, by decreasing the service gap during the cell change, and by improving the radio resource management capabilities. In cases when the PCU does not change during the cell change TBF handover would also decrease the amount of block retransmissions in the target cell. Delays in cell reselection and block retransmissions may cause further negative impacts on the throughput if TCP retransmission timers expire during the cell change. For these reasons, it is proposed that the TBF handover procedure is included in GERAN Iu and A/Gb modes in release 5. 

5. references

[1] 3GPP Specification 44.060, Radio Link Control /Medium Access Control (RLC/MAC) Protocol.

[2] GP-012580, TBF Handover – Draft CR to 44.060, Nokia, TSG GERAN #7, 26-30.11.2001, Cancun, Mexico.

� This is possible for example when making a handover between cells that are in the same site.


� The maximum amount of data to be retransmitted in the target cell is 64x30bytes + remaining part of the LLC PDU that has been acknowled and moved outside the window.





