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Multiple Parallel Bearers Concept Paper

1. Introduction

This concept paper addresses the issue of supporting multiple parallel bearers for one mobile over the air interface.  Support for Iu mode (and possibly A/Gb mode) for Release 5 is considered.  These bearers may be implemented as multiple Radio Bearers (RBs) over a single TBF or as multiple TBFs each carrying exactly one RB.  

The paper first establishes the need for multiple bearers, attempts to identify the requirements for such a feature and then describes two alternative approaches with a comparison between them.  In the appendix, some more specific proposals for implementing one of these approaches (multiple TBFs) are given.  

2. Background

With packet data services becoming more and more widely used, mobile stations will have to support simultaneous PDP contexts, with different quality of service requirements.  For instance mobile users who have a real time audio, a web browser and an e-mail application running at the same time require support for all these applications with their appropriate QoS.  

It is of course possible to support multiple applications using the current standards either by mapping all of these data streams onto one TBF or by releasing a TBF and setting up a new one each time data from a different application needs to be transmitted.  Both of these approaches have limitations.  

In order to multiplex multiple data streams onto one TBF they must all share the same RLC mode.  If upper layer PDUs utilising a different RLC mode need to be transmitted, there is no choice other than to release the current TBF and set-up a new one thus leading to delays and high signalling load.  Even if the different data flows can utilise the same TBF on the uplink, a low priority flow will be delayed for an uncontrolled period of time while data from a higher priority flow is being sent.  

Another problem with the current GPRS capability is that the transmission of an LLC PDU cannot be suspended once started.  Given that an LLC PDU can be up to 1520 bytes (plus address and control fields) this could represent a delay of more than a second (depending on the scheduling and resource assignment).  

3. Requirements

This section lists the requirements for the multiple parallel bearers feature.  It is split into two sub-sections, one listing mandatory requirements and one listing optional (would be nice to have) requirements.  

It is hoped that after discussion these requirements can be clarified in the Chicago meeting.  

3.1. Mandatory Features

· Iu mode support 

· R5 Mobiles supporting the Iu mode shall support this feature

· Support for uplink and downlink data flows

· Multiple parallel data flows to one MS must be supported

· Minimum of 1 data flow per MS per direction

· Maximum of 32 data flows per MS per direction

· Different Mobiles are allowed to support different maximum numbers of parallel bearers in uplink and downlink

· Each data flow must be able to possess different QoS characteristics

· A separate RLC instance per radio bearer must be provided

· Multiplexing of data flows on a Radio Block basis

· Support for all MAC scheduling schemes (fixed, dynamic and extended dynamic allocation)

· Support for multi-slot R5 mobiles

· Support for both DPSCH and SPSCH

3.2. Optional Features

· Support for the Gb interface

· Set-up and release of multiple data flows in one transaction

4. Alternative Approaches

There are two types of multiplexing at the MAC layer that can provide a multiple parallel bearer solution, combining two or more RLC PDU flows in one TBF (referred to as ‘Multiple RBs per MS’) and combining two or more TBFs onto one PDCH (referred to as ‘Multiple TBFs per MS’).

It is worth noting that the multiplexing of multiple Radio Bearers onto one TBF has not been considered since the Norttalje GERAN meeting in November 2000.  This is because the stage 2 description from that meeting [1] explicitly makes statement in section 6.1.4 that one TBF carries data belonging to one RLC instance and that one RLC instance carries data belonging to one RB.  Thus the current assumptions only allow for multiple bearers to be implemented as multiple TBFs.  However, both possibilities will be addressed in this concept paper.  

These two options are shown in Figure 1.
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Figure 1: Two types of MAC multiplexing 
4.1. Multiple Radio Bearers on a Single TBF

The principle of multiplexing radio bearers onto one TBF to implement multiple parallel data flows is that the radio resource is managed as before, with only one TBF allocated to each mobile.  However the TFI would no longer be sufficient to identify the data flow, so an additional identifying field would need to be added.  

4.1.1. Identification of individual data flows

It is proposed that the RB Id would be carried in each RLC block in order to demultiplex each flow. The RB Id would also need to be included in all RLC acknowledgement messages (Packet Downlink Ack/Nack, Packet Uplink Ack/Nack).
This would enable RLC PDUs from different RBs to be multiplexed onto one TBF depending on the RBs' priority or in general depending on the QoS attributes of the RBs. 
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This concept does not exclude the possibility to support multiple parallel TBFs additionally.  Allowing multiple RBs per TBF in addition to multiple TBFs per MS would seem to be a very complex proposal especially regarding the scheduling and is therefore not considered as one of the alternatives in this paper.

4.1.2. Mobile capabilities

An open issue is whether the maximum number of RBs supported by the mobile in the uplink and in the downlink (maybe different) need to be signalled to the network when an RRC connection is established.  

Does the network need to track the number of RBs currently allocated to the mobile (running on one TBF) in order to prevent more downlink RBs being started than the mobile can handle?

4.1.3. Scheduling

In dynamic allocation, the network can allocate at most one USF per TBF, which currently equates to one USF scheduling opportunity per mobile.  This would allow scheduling to be performed on a group of RBs belonging to the same mobile. 

In order for the network to schedule RBs individually, the USF scheduling mechanism would need to be extended to include the RB ID.  Assignment messages would need to be expanded to include a RB ID field.  Otherwise, the mobile decides on scheduling between the different data flows (RBs) sharing a TBF.

For fixed allocation, either there would need to be an allocation bitmap for each RB or the bitmap would need to be modified to include the RB ID for each scheduling opportunity.  This is FFS.

4.1.4.  TBF/RB set-up and release

Some changes are required in the PACCH RLC/MAC control messages and procedures in order to support multiple RBs.  In all messages which refer to the data flow, rather than referring to the transport of the data flow (TBF-related), the RB ID will need to be added as the TFI does not provide sufficient identification.

4.1.5. Admission Control

A new admission control procedure would be required, as the current mechanisms do not provide sufficient admission control for individual RBs on each TBF.  

Under existing admission control procedures, an MS with multiple RB/TBF capability would able to send data belonging to any of its established RBs on the TBF it had been allocated.  The network would be unable to reject or queue the data transfer requests from individual RBs but would have to guarantee the QoS of each RB that may wish to send data.  
This would require the network to dimension the TBFs, so that they could support the aggregate QoS of all the RBs assigned to the TBF.  Given the long lifetime of RBs, significantly longer than a TBF, this would involve an increased inefficiency in the air interface and may affect the practicality of this solution.
4.1.6. Polling procedures

The network should decide which data flow (RB) should be polled for a PACKET DOWNLINK ACK/NACK.  Currently there is only one TBF in each direction, so a request for a poll on the DL TBF is sent using a 2-bit field (RRBP) in the header of DL TBF data block.  This is not sufficient for multiple RBs/TBF as the 2-bit field cannot indicate which RB should be acknowledged.  Either the RB ID needs to be added into the RLC data block (in the header or the payload combined with the use of RRBP) or a new method needs to be found. 

How to poll a RB explicitly is therefore FFS.

4.2. Multiple TBFs

The principle of using multiple TBFs (one RB per TBF) to implement multiple parallel connections to one mobile is that the network and the mobile multiplex data flows in the same PDCH using the TFI to identify each Radio Bearer.  
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The details of the proposed scheme can be found in Appendix 1.  

4.2.1. Mobile capabilities

It is proposed that the maximum number of TBFs (RBs) supported by the mobile in the uplink and in the downlink (maybe different) for Iu mode support is signalled to the network when an RRC connection is established.  Thus the network must track the number of TBFs currently allocated to the mobile and prevent more downlink TBFs being set-up than the mobile can handle.  

4.2.2. Scheduling

Each TBF can be allocated a separate USF for scheduling on the uplink (allowing the network to take full control) or a group of TBFs can be allocated the same USF (allowing the mobile to provide scheduling between the different data flows).  

Allowing TBFs allocated to different PDCHs to use spare scheduling opportunities on the current PDCH is considered to be too complex compared with the potential gain.  

4.2.3. TBF set-up and release

Some changes are required in the PACCH RLC/MAC control messages and procedures in order to support multiple TBFs.  In particular, the network must be able to address the specific TBF for some messages (e.g. PACKET MOBILE TBF STATUS).  

The amount of signalling required to set-up and release TBFs for the same mobile can be reduced by allowing multiple TBFs to be set-up / released in one message.  Similarly resource allocation for multiple TBFs can be combined in one message.  

4.2.4. Admission Control

Admission control works in the same way as it does currently.  Requests to set up a TBF can be accepted, queued or rejected by the network depending on policy and current resource availability.  New policies concerned with limiting the number of TBFs per mobile or pre-empting TBFs to make resources available for new requests are operator/manufacturer dependent, as the control messages already exist.  

4.2.5. Polling procedures

The network should decide which data flow (RB) to poll for a PACKET DOWNLINK ACK/NACK.  This requires a way to explicitly identify the TBF in the polling message, whereas the current standard only requires that an RLC data block addressed to the mobile with a valid RRBP field in the RLC data block header is used to poll the mobile.  A solution to this problem is FFS.  

4.3. Comparison of Approaches

Note: Advantages are shown in green and disadvantages in red italics. 

	
	Multiple RBs per TBF
	Multiple TBFs per MS

	Scheduling
	· MS can prioritise when new radio bearers with a variety of QoS profiles get access to resources

· Network cannot schedule each RB in UL individually, unless changes are made to the existing scheduling mechanisms

· New scheduling rules are required in the MS and network to multiplex/demultiplex RBs (of differing QoS) onto TBFs
	· The network has the option to schedule each RB (each TBF) individually

	- QoS
	· Allows flows with different QoS parameters to be multiplexed on a single TBF
	· The QoS of a flow is known and controlled on a per TBF basis

· Network has control over whether to group TBFs on a single USF, or to allocate a separate USF to each TBF (for differentiated QoS control)

	- Multiplexing Granularity
	· Silent periods in a UL TBF can be used for conveying other RB without needing to set up another TBF i.e. reduced multiplexing granularity

· RBs have to share the same physical resources as they are limited by the TBF
	· Silent periods in a UL TBF may be used by another TBF if the TBFs are allocated to the same USF



	PACCH
	· PACCH needs to be modified to indicate RB in control messages.  
	· PACCH needs to be modified to indicate multiple TBFs in control messages

· PACCH handling concept needs to be modified to efficiently handle multislot mobiles (see section 3 in appendix)

	Allocation
	· One single allocation procedure for all the RBs of the same TBF
	· Existing allocation procedures can be reused

· Modified procedures are needed for setting up multiple TBFs in one transaction

	Admission Control
	· New admission control procedure is needed at RB setup. This is because the MS can send data for an established RB without the network performing admission control
· When establishing a RB, network must assess aggregate QoS of all RBs sharing the TBF in order to re-dimension TBF.
	· Network performs admission control when assigning all resources (using current procedures)

	Signalling
	· Need to indicate RB ID in every control message
· Less signalling: the signalling is common to all RBs on the TBF and RBs live longer (call/session duration)
	· Additional TFI fields need to be introduced into some RLC/MAC control messages 

· Extra signalling required to establish a TBF for each RB.
· Delayed TBF concept will reduce signalling per RB

	Identifiers
	· Greater number of RBs can be supported per PDCH 

· Having to identify the RB within the RLC/MAC block limits the number of RBs which can be multiplexed in one TBF (i.e. per mobile)
	· Greater number of RBs can be supported per MS (up to 32)

· Limited number of TFIs & USFs restricts dynamic allocation - hence the risk that a TBF cannot be established

	Performance
	· Retransmitted RLC data blocks from a low priority RB will delay higher priority unacknowledged mode RLC data blocks

· Network has to guarantee the QoS of all RBs setup, therefore it needs to reserve resources for the duration of the RB.  This can lead to inefficiency on the air interface.

· RB ID needs to be carried in every RLC data block reducing throughput
	· Service provided to each RB is independent of traffic/QoS requirements of other RBs

· Efficient use of the air interface as each RB requires a TBF to be setup and this request can be queued or rejected and resources can be reallocated to provide the QoS.


5. Conclusions

The need for multiple parallel bearers to a single mobile station has been identified and requirements for this feature have been established (subject to discussion).  Two alternative approaches have been proposed (Multiple RBs per MS and Multiple TBFs per MS).  They have been compared under a number of criteria in order to aid in the decision as to which approach should be adopted for GERAN R5.  

The main disadvantages of the two schemes are listed below.

Multiple RBs per TBF

· Extra complexity in MS and network is needed to schedule RBs onto TBFs

· Inefficiency of air interface due to reserving resources for the duration of the RB regardless of instantaneous traffic characteristics

· Limitation in maximum number of RBs per MS due to lack of space in RLC/MAC header (reduced DL throughput)

Multiple TBFs per MS

· Extra signalling required to establish a TBF for each RB

· Higher risk of TFI depletion (and possibly USF)

It is proposed that a decision is reached regarding which of these two proposals should be adopted for R5.
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Appendix

Changes made since Adhoc presentation:

· Scheduling section modified

· Minor changes to RLC/MAC control messages as discussed in Seattle

· Rationalisation of PDA/PUA messages (Timeslot allocation is common to both)

· Packet Polling

· Packet Downlink Ack/Nack

7. Overall Concept

Three areas have been addressed in this paper regarding the introduction of multiple TBF support for release 5.  These are TBF scheduling, modifications to the use of PACCH and changes to the RLC/MAC control messages.  

TBF Scheduling

The requirement that this concept should work with all types of allocation (fixed, dynamic, extended dynamic) is addressed in this paper and the associated problems to be solved are presented. 

The scheduling should be controlled in such a manner as to fairly serve each traffic flow according to its QoS requirements.

Modifications to the PACCH

In the process of creating a proposal to enable support of multiple TBFs per MS, the concept of how the PACCH channel works has been called into question.  It has already been proposed that the scope of the PACCH be changed to serve a mobile rather than a PDCH in order for the MS to control all its TBFs on one control channel (providing they are on the same PDCH).  This is FFS and not dealt with directly in this contribution.

Changes to RLC/MAC control messages

There are some instances when it may be considered efficient to adapt control messages, not only to include one TBF address field, but a list (of up to a maximum number) of TBF addresses (TFI values).  This would enable an MS to set up 2 TBFs to serve 2 RBs for PS voice in one message, for example.  Changes would therefore need to be made to the Packet Resource Request message amongst others; a detailed analysis is contained in section 5.

8. Scheduling TBFs

8.1. Dynamic Allocation

The following USF allocation schemes have already been agreed; the USF can be used to indicate an uplink scheduling opportunity either for a TBF, a group of TBFs or for a mobile.  

· USF per TBF – This means that an MS can have more than one USF allocated to it at any one time.  This may risk USF depletion but is an option.

· USF per group of TBFs – This is a new proposal, where TBFs may use a scheduling opportunity allocated to a TBF which has no data to send, providing the TBFs belong to the same group.  These TBFs would be using the same PDCH as the scheduled TBF.

· USF per MS – This is a special case of allocating a USF to a group of TBFs. In this case, the MS can choose to send data from any one of its TBFs using the same PDCH as the scheduled TBF. This supports option 3 proposed in [4]

It is proposed that all of these options be available.  In the case of USF per group or per MS, the MS is given some degree of control over the uplink scheduling.  In the downlink, the GERAN will control the scheduling.  

8.2. Fixed Allocation

It’s probable that allocating a scheduling opportunity to a group of TBFs will work in the same way as for dynamic allocation. Instead of using a USF, a bitmap can be allocated to a single TBF, group of TBFs or an MS. This is FFS.

8.3. Extended Dynamic Allocation

There would appear to be no reason why the similar mechanisms could not be reused for extended dynamic allocation, however this is FFS.

8.4. Multiple TBFs per USF

When all the TBFs from one MS have ended, that were allocated the same USF by the network, the USF must be released for use by another MS.  It is therefore proposed that the network takes responsibility for keeping track of the number of active uplink TBFs assigned to each USF in order to know when to release the USF value.  
9. PACCH Handling Concept

The PACCH channel can be used as it is currently defined in the standards.  However, it would be advantageous if the PDCH used for carrying the PACCH could be different to the PDCH used for the TBF.  This concept, as discussed in [2], would require some changes to the way in which the RRBP is interpreted and would require time slot information to be added to some RLC/MAC control messages such as the PACKET CONTROL Ack/Nack.  It is still not clear if there is room in the message for this extra information and thus the concept is FFS.  

10. Changes to RLC/MAC control messages

This section proposes some changes to the RLC/MAC control messages in order to support multiple TBFs.  

It is an open question at this stage as to how the new message types will be implemented.  They could either be extensions to existing messages or new message types.  New message types would in some ways be better as it would allow easier integration into existing code and cleaner differentiation between R5 procedures and pre-R5 procedures.  However, it would use up some of the MESSAGE_TYPE code space and logically these message are extensions to existing messages related to single TBFs.  

For TBF related RLC/MAC control messages such as the PACKET MOBILE TBF STATUS message, the Global_TFI field should be redefined to relate to the specific TBF being addressed (direction and TFI).  

10.1. Multiple TBF set-up

This issue is broken down into request for multiple TBFs, resource allocation and other network responses.  

10.1.1. Multiple TBF Request

It has been identified in [3] that it would be useful to set-up multiple TBFs in one message exchange in order to minimise signalling overhead and delay.  This can not be applied to a single phase access as there is not enough room in the PACKET CHANNEL REQUEST message to identify more than one TBF.  

However, setting up multiple TBFs in one transaction can be applied to two phase access and additional TBF set-ups using PACCH control messages.  

These message types can be changed to allow for a variable length list of CHANNEL REQUEST DESCRIPTION IEs.  Each Channel Request Description IE as currently defined in 04.60 is 3 bytes in size so it would seem reasonable to allow up to 4 channel requests in a PACKET RESOURCE REQUEST taking up 12 bytes.  However if the MS Radio Capabilities IE is present in the PRR message then there would be no room for 12 extra bytes.  In this case a second PRR message can be sent by the MS after establishing the first TBF or a PACKET DOWNLINK Ack/Nack can be used to set-up up to four extra TBFs.  It must be checked if there is room in the PACKET DOWNLINK Ack/Nack message for the extra 12 bytes.  This is FFS.  

The maximum number of TBFs allowed in one PRR message must be calculated such that the message fits into one Radio Block.  The existing CHANNEL REQUEST DESCRIPTION IE shown in Table 1 will not be the final structure as some fields will have to change, for instance the LLC_PDU_TYPE will no longer be required, but is given as an indication of the amount of data required to specify a given TBF request.  
	< Channel Request Description IE > ::=


< PEAK_THROUGHPUT_CLASS : bit (4) >


< RADIO_PRIORITY : bit (2) >


< RLC_MODE : bit (1) >


< LLC_ PDU_TYPE : bit (1) >


< RLC_OCTET_COUNT : bit (16) > ;


Table 1

Channel Request Description IE

The preferred solution is to be able to use the Packet Downlink Ack/Nack to set up further TBFs as this can be sent with minimum disruption to the data flow.

10.1.2. Resource Allocation Messages

This section describes some proposed changes to resource allocation messages that may be used to allocate or re-designate resources to one or more TBFs.  

10.1.2.1. PACKET DOWNLINK ASSIGNMENT (PDA)

The PACKET DOWNLINK ASSIGNMENT message as defined in 04.60 contains the following information for each TBF assigned:

	Field Name
	Bits

	MAC_MODE
	2 bits

	RLC_MODE
	1 bit

	DOWNLINK_TFI_ASSIGNMENT
	5 bits

	
	

	Total
	8 bits


Table 2

Bits per TBF for Downlink Allocation

It is assumed that the other fields can be kept common including (with estimates of number of bits):

Packet Timing Advance (15 bits), Power Control Parameters (53 bits), Frequency Parameters (>=16 bits), TBF Starting Time (18 bits), Measurement mapping (31 bits), Timeslot Allocation (8 bits and EGPRS Window Size (6 bits).  

In order to minimise the amount of information per TBF, it is proposed that all TBFs in one multiple TBF Downlink Assignment have the same Timeslot Allocation and the same EGPRS Window Size.  If the network wishes to establish other TBFs with different characteristics, multiple assignments must be made.  

It should then be possible to extend this message type to allow up to 4 TBFs to be established at once at the expense of 3 extra octets or up to 8 at the expense of 7 extra octets.  Four TBFs seems to be a reasonable target as many existing and foreseeable uses of mobile terminals would use 4 or fewer simultaneous data flows.  For uses that require more than four TBFs the extra overhead of two transactions (each establishing up to 4 TBFs) should not be excessive.  

Another issue here is that the standard currently allows the network to overwrite the current allocation in a PACKET DOWNLINK ASSIGNMENT by changing the allocated Timeslots, MAC mode, and TFI.  With multiple TBFs we require a mechanism to be able to change existing allocations and/or add extra allocations/TBFs.  A solution to this problem is proposed in section 4.1.4.  

Another problem is that the network currently assumes that the mobile can handle a maximum of exactly one Downlink TBF and therefore can set-up a Downlink TBF without any explicit acknowledgement from the mobile.  If the network does not know how many Downlink TBFs the mobile can support then it may set-up one too many TBFs, sending RLC/MAC data blocks to a mobile that isn’t able to read them.  The network may eventually find out about this via polling or some other mechanism, but this will be too late and have wasted resources.  It is therefore proposed that the maximum number of uplink and downlink TBFs that the mobile can support be included in the MS Radio Access Capability IE.  

10.1.2.2. PACKET UPLINK ASSIGNMENT (PUA)

In the uplink direction the PACKET UPLINK ASSIGNMENT message is used to allocate uplink resources.  The main resource allocation is provided in the Dynamic or Fixed Allocation structures (ignoring Single Block Allocation).  

Again we assume that several parameters have to be common if a multiple TBF resource allocation is to be used in one message in order to reduce the size of the message.  Common parameters (with estimates of number of bits) include:

TBF starting time (18 bits), Packet Timing Advance (15 bits), Channel Coding Command (2 bits), Timeslot Allocation (12-33 bits), Frequency parameters (>= 16 bits) and EGPRS Window Size (6 bits).  

It is possible to extend this allocation to address multiple uplink TBFs.  In the case of dynamic allocation the key fields and their sizes (including leading bits) which must be repeated for each TBF are listed below:

	Field Name
	Bits

	USF_GRANULARITY
	1 bit

	UPLINK_TFI_ASSIGNMENT
	6 bits

	RLC_DATA_BLOCKS_GRANTED
	9 bits

	
	

	Total
	16


Table 3

Bits per TBF for Uplink Allocation

This calculation leads to 16 bits per TBF and it should be possible to include up to four allocations in one message although this may take the message size into two RLC/MAC blocks in some circumstances.  

Fixed Allocation is for further study but if a single allocation is given to a mobile then we only need one ALLOCATION_BITMAP per message which simplifies things considerably.  If the TIMESLOT_ALLOCATION is also common then multiple TBFs can simply be assigned by listing a number of uplink TFIs.  

This approach would favour the scheduling concept of the mobile being allocated a send opportunity on a PDCH and deciding for itself which TBF to schedule.  

10.1.2.3. PACKET TIMESLOT RECONFIGURE (PTR)

The PACKET TIMESLOT RECONFIGURE message needs to be adapted to support multiple simultaneous TBFs in several ways.  This message is a particular problem as it should be possible to reconfigure all TBFs on one timeslot using one message. This message is seen as fairly sensitive to additions as it appears to be close to its limit already, the exact amount of space available is FFS.

The first requirement is mandatory as it removes ambiguity.  The current message contains the possibility for zero or one Downlink TFI Assignment and zero or one Uplink TFI assignment.  In the case of a mobile supporting a maximum of one Downlink TBF and a maximum of one Uplink TBF, there is no problem.  This is due to the fact that the new TFI and resource allocation will be adopted regardless of whether it is a new allocation or a change of resources for a previously established TBF.  In the multiple TBF case there is no indication as to whether the new allocation replaces an old TBF (if so which one) or is genuinely a new allocation.  

There is thus a need to distinguish between a new allocation and a change of allocation for each TBF addressed in the message.  It is proposed that this be achieved by having an optional PREVIOUS_TFI field before each TFI and resource allocation.  If this field is missing, then the allocation is a brand new one, if it is present it tells the mobile which current TBF to modify.  A more detailed proposal is given in section 4.1.4.  

Similar arguments apply to extending the allocation to multiple TBFs as given in the sections on PUA and PDA messages.  

10.1.3. Other Network Response

As well as allocating resources as a response to a TBF request from the mobile, the network may either reject the request or queue it.  This section looks at potential changes to messages related to these actions.  

10.1.3.1. PACKET ACCESS REJECT (PAR)

Currently the PACKET ACCESS REJECT message can only reject the complete request.  Thus when multiple TBFs are being requested there is no way to selectively reject some of the TBF requests.  The simplest approach is probably to keep this as a complete rejection of all TBF requests, but to implicitly reject some requests by replacing resource allocations for these in the PDA, PUA and PTR messages with a reject field (see section 4.1.4).  

10.1.3.2. PACKET QUEUING NOTIFICATION (PQN)

The PACKET QUEUING NOTIFICATION message is sent from the network to the mobile to tell the mobile that the request has been queued and to pass it a unique queuing identifier (TQI).  This message can remain the same for single TBF requests but can be replaced by fields within the PUA or PTR messages identifying the queuing reference (see section 4.1.4).  

10.1.4. Combined Network Response

For each TBF request the network may respond in one of three ways:

· Accept the request and allocate resources via a PUA, PDA or PTR message

· Reject the request (currently via a PAR message)

· Queue the request and notify the mobile (currently via a PQN message)

With the introduction of multiple TBF channel requests and multiple allocation messages some new possibilities have to be addressed.  In this case the network may reject some requests, some may be queued and some may be accepted and have resources allocated.  

In order to cater for this possibility we propose a general structure to be applied to resource allocation messages (PDA, PUA and PTR) which will enable the network to individually reject, queue or accept (and allocate resource) to each TBF request individually.  It also allows the network to specify whether the allocation is a new one or a re-allocation of resources for an existing TBF.  

An example of this generic structure is shown in Table 4 below.  The idea is to provide a response for each TBF request in the original multiple request in the same order as originally specified.  For each response there is an optional PREVIOUS_TFI value.  If this is present then the allocation is a change to a previous allocation, if it is not present then this is a new TBF.  

The new TFI is given with one of three possibilities.  A resource allocation (as proposed in sections 4.1.2.1 and 4.1.2.2), a reject indicator (only a couple of bits) or a Temporary Queuing Indicator (16 bits).  

	< Combined Network TBF set-up response content > ::=


{


-- TBF list>



{ 0 | 1 {< UPLINK_IND : bit (1) > 




0 | 1 < PREVIOUS_ TFI1 : bit (5) > < NEW_TFI1 : bit (5) > 




{00 <RESOURCE_ALLOCATION>




| 01 <REJECT>




| 10 <TQI>}}}



{ 0 | 1 {< UPLINK_IND : bit (1) > 




0 | 1 < PREVIOUS_ TFI2 : bit (5) > < NEW_TFI2 : bit (5) > 




{00 <RESOURCE_ALLOCATION>




| 01 <REJECT>




| 10 <TQI>}}}



{ 0 | 1 {< UPLINK_IND : bit (1) > 




0 | 1 < PREVIOUS_ TFI3 : bit (5) > < NEW_TFI3 : bit (5) > 




{00 <RESOURCE_ALLOCATION>




| 01 <REJECT>




| 10 <TQI>}}}



{ 0 | 1 {< UPLINK_IND : bit (1) > 




0 | 1 < PREVIOUS_ TFI4 : bit (5) > < NEW_TFI4 : bit (5) > 




{00 <RESOURCE_ALLOCATION>




| 01 <REJECT>




| 10 <TQI>}}}




Table 4

Proposed Combined Network TBF set-up response

With such a structure the network has full flexibility in responding to a multiple TBF set-up request with any combination of responses.  If the complete multiple TBF request is to be rejected, the normal PAR message can be sent and if it is to be queued a PQN message can be sent.  

Providing this kind of flexible structure allows the network to apply any policy that it likes in terms of rejecting some TBFs, releasing some TBFs (via the multiple TBF release) and allocating resources to some others.  

10.2. Multiple TBF Release

It will be useful to include a function to release all TBFs related to the mobile in one command.  This could be achieved by extending the PACKET TBF RELEASE message to allow a list of TBFs to be specified in downlink and uplink direction or by defining a new message (e.g. PACKET MULTIPLE TBF RELEASE).  

The PACKET TBF RELEASE message is currently defined in 04.60 by identifying the mobile with the Global TFI (either an uplink or a downlink TFI belonging to the mobile).  There are then fields available to indicate release of the downlink TBF and the uplink TBF with release of both being possible.  

This mechanism does not work for multiple TBFs as identifying one uplink TBF associated with the mobile will identify the mobile but not the TBF to which the message is related.  Also identifying one (uplink or downlink TBF) does not identify the specific downlink TBF to be released.  

If only one TBF is to be released at a time, the Global TFI can be used to identify the specific direction and TFI of the TBF to be released.  This represents a change in the use of Global TFI.  

To better support multiple TBFs it is proposed that a list of TBFs (up to a maximum number of 8 in total) be introduced into the existing message or a new message.  A possible structure for part of this message is shown in Figure 2 below.  

A variable length list of up to 8 TFIs each containing a direction indicator (uplink = 1, downlink = 0) is provided together with a single release cause.  It is assumed that all TBFs will be released for the same reason.  If this is not the case then two messages can be sent one for abnormal release and one for normal release.  

	< Multiple Packet TBF Release message content > ::=




{ 0 | 1 {< UPLINK_IND : bit (1) > < UPLINK_TFI1 : bit (5) > }




  0 | 1 {< UPLINK_IND : bit (1) > < UPLINK_TFI2 : bit (5) > }




  0 | 1 {< UPLINK_IND : bit (1) > < UPLINK_TFI3 : bit (5) > }




  0 | 1 {< UPLINK_IND : bit (1) > < UPLINK_TFI4 : bit (5) > }




  0 | 1 {< UPLINK_IND : bit (1) > < UPLINK_TFI5 : bit (5) > }




  0 | 1 {< UPLINK_IND : bit (1) > < UPLINK_TFI6 : bit (5) > }




  0 | 1 {< UPLINK_IND : bit (1) > < UPLINK_TFI7 : bit (5) > }




  0 | 1 {< UPLINK_IND : bit (1) > < UPLINK_TFI8 : bit (5) > } }




< TBF_RELEASE_CAUSE : bit (4) = { 0000 | 0010 } >




Figure 2
Possible new Multiple TBF Release Message

The total size of such a message even with 8 TBFs being released will not exceed one radio block.  

10.3. Packet Polling

Changes need to be made in the packet polling procedure in order to support multiple TBFs.  Currently the polling procedure for Packet Downlink data transfer as described in 04.60 section 8.1.2.2 is shown in Figure 3. 
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Figure 3
Downlink Packet Polling Procedure

Upon reception of an RLC data block addressed to itself with a valid RRBP field, the mobile shall transmit a PACKET DOWNLINK ACK/NACK unless another RLC/MAC control message is waiting to be transmitted.  

In the case of multiple TBFs there is no space in the RRBP field to signal the TFI of the Downlink TBFbeing polled, so a new field or message needs to be constructed for the network to explicitly poll a particular TBF.

This may be difficult to achieve as there is no space in a normal downlink RLC data block to indicate the TFI value and also the network may need to poll at any time.  The only way to signal the requested TBF is via an RLC/MAC control message that would consume considerable downlink resources.  

No changes are envisaged for the Packet uplink acknowledgements (PACKET UPLINK ACK/NACK).  These messages, sent from the network to the mobile, already contain and Uplink_TFI field that explicitly identifies the TBF being acknowledged.  

10.4. Other Messages

This section addresses other RLC/MAC control messages that need to be changed in order to support multiple TBFs.  

10.4.1. PACKET MOBILE TBF STATUS

This message currently identifies an error situation detected by the mobile.  The mobile in question is identified via the Global TFI, however it would be useful to also specify the TBF (if applicable) to which the erroneously received message relates.  It would therefore be sensible to redefine Global TFI to refer explicitly to the TBF in question.  

11. Conclusions

This paper has outlined a concept for providing multiple TBF support in GERAN R5.  Some proposals for scheduling and PACCH handling have been given together with some detailed proposed changes to RLC/MAC control messages and procedures which should lead to an efficient mechanism to support multiple TBFs to a single mobile.  

The main changes proposed are summarised below:

· Uplink scheduling should be performed by allocating a USF value to one or more TBF. The mobile is responsible for prioritising which TBF will use the scheduling opportunity for each PDCH.  

· Each TBF is associated with one PACCH channel which may not necessarily be on the same PDCH

· The PACKET RESOURCE REQUEST message should be adapted to allow a list of up to 4 CHANNEL REQUEST DESCRIPTION IEs to be specified

· The resource allocation messages (PUA, PDA and PTR) should be adapted to allow multiple allocations (up to 4 in one message).  

· In order to minimise the size of these adapted messages, as many fields as possible should be made common.  

· The resource allocation messages should be constructed such that individual TBF set-up requests can be allocated resources, rejected or queued (with notification of queuing in the resource allocation message).

· It is proposed that the maximum number of uplink and downlink TBFs that the mobile can support be included in the MS Radio Access Capability IE.  

· A multiple TBF release message should be provided that can order the mobile to release up to 8 TBFs with any combination of uplink and downlink TBF.

· A new Downlink polling procedure should be introduced for the mobile in order to ensure all Downlink TBFs have appropriate opportunities to provide acknowledgements to the network.  

· The definition of Global_TFI needs to be redefined for some messages such that it explicitly refers to the particular TBF in question.
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