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RTP Header Information and Optimised Speech Bearer

1.  Introduction

1.1.  Background

Several contributions have addressed the options for Header removal (or stripping) when transferring RTP-coded speech using the Optimised Speech Bearer service of GERAN. Most suggest simply removing the headers (and RTCP packets), reconstructing them as needed. One recent contribution [1] proposes passing the suppressed information using a “side channel” whilst still sending the “raw” AMR-coded frames over the Traffic Channel. Another earlier proposal [2] suggested that information be passed over a multiplexed “side channel” to ensure that the RTP packets were regenerated correctly; this was called header stripping. The effect of the recent proposals is to leave a channel carrying traffic similar to a standard GSM speech service, albeit using AMR coding.

1.2.  About This Document

This contribution addresses the use to which the suppressed header data (and the RTCP packet contents) are put in a Voice over IP system and introduces some requirements on the entities that reconstruct or regenerate this information in the Optimised Voice Bearer service configuration.

Appendix A includes a description of the RTP header fields and their content, together with a brief introduction of the RTCP packet types and their use. Appendix B covers the IP network service, the way in which RTP/RTCP is used in an IP network to carry media data, and describes the way in which the characteristics of the network are handled when transferring media data.

Section 2 describes an architecture for use of RTP in GERAN with the Optimised Voice Bearer service. The header regenerating and extraction entities are described. The way in which RTP/RTCP packets may be regenerated by these entities, and the information that may be needed for this to be carried out are introduced. From this the information exchanges that may be needed are collated.

Section 3 summarises the findings of this contribution, and suggests a way forward for this work.

2.  GERAN Architecture for Header Suppression

The goal is to increase the efficiency with which voice traffic is carried over the Um interface, whilst still allowing the flexibility of media data encapsulation into RTP packets. Proposals so far suggest that, for the Optimised Voice Bearer scheme, the IP, UDP, and RTP packet headers will not be carried over the Um interface, leaving just the AMR-coded speech frames. This has the advantage that it is similar to the existing GSM voice bearer, although use of the AMR CoDec does add some differences. This section covers the entities responsible for supporting these features, introduces an architecture in which these entities are placed, and describes the information these entities need to function.

2.1.  Header Manipulation in Optimised Voice Bearer configuration

Given the contrasting requirements to remove headers over the Um interface whilst still using RTP packets over the IuPS interface, it follows that there are logical entities responsible for extracting the AMR-coded data content from arriving RTP packets and regenerating the RTP packets again. The location of these entities is constrained by the service provided at the interfaces in the architecture. 

We introduce four logical entities to the “standard” configuration to help in the discussion. These are the Downstream header Regenerating Entity (DRE) and the Upstream header Extraction Entity (UEE) that are located at the Mobile Station, and the Upstream header Regenerating Entity (URE) and Downstream header Extraction Entity (DEE) that are located at the BSC. Note that these are Logical rather than physical entities, and would be expected to be co-located with other entities that make up the BSC or the Mobile Station, respectively. These appear similar to the implied entities that exchange “side channel” information in [1], and the Header Stripping and Header Regeneration entities described in [2].

The purpose of these entities is either to remove the RTP/UDP/IP headers from an incoming IP media stream or to regenerate the RTP packets from AMR-coded data received over the Optimised Voice Bearer Traffic Channel. Where these entities are located is limited by the tasks they perform and the service offered at the Um and IuPS interfaces. Thus the URE and DEE process speech traffic sent over the Um interface and generate (or remove) RTP headers from packets at the IuPS interface; it follows that they must be in the BSS. Also, the UEE and DRE must be located in the MS, prior to any UE that communicates using RTP packets. 

2.2.  Optimised Voice Bearer Configuration

The following diagram shows the configuration that may be used where RTP-coded streams are carried via the Optimised Speech Bearer service. In each leg of the call, the UEE and URE deal with removal of headers and their reconstruction in the Upstream direction, whilst the DEE and DRE carry out a similar task in the Downstream direction.




Figure 1:  Optimised Speech Bearer Configuration

2.3.  Header Regenerating Entities

Of particular interest is the operation of the Upstream and Downstream header Regenerating Entities. These entities take the received AMR-coded speech frames and construct RTP packets to hold this data.

2.3.1.  Sequence Number and Timestamp values

As part of this task, each RTP packet must have an appropriate Sequence Number and Timestamp value. Whilst it might at first appear that this is a simple procedure (merely incrementing the sequence number by 1, or adding a fixed time span, such as 20 milliseconds, covered by a speech frame to the previous timestamp), this is not the case.

Note that setting timestamps in outgoing packets from a local clock is not appropriate. In principle there could be some variation in the delivery rate for incoming data caused by L1/L2 procedures across the Um interface, so that, for example, frames might tend to arrive in groups. Such grouping of delivered frames is likely to result from OS2 Speech and Data Multiplexing.

The timestamp for each resulting RTP packet should reflect the time spanned by all previous samples since the start of the media session until the associated frame. Thus, if two frames arrived together, the second one would not have the same timestamp as the first.

Several factors complicate the procedures needed to provide appropriate values for timestamp and for sequence number. These are covered next.

2.3.1.1.  Frame Loss

The Regenerating Entity may not receive a speech frame due to loss or corruption over the Um interface. In this situation, it cannot merely increment internal counters and then apply these new values to subsequent RTP packets it generates; the remote recipient of the RTP sequence has no way of telling that the timestamps and sequence numbers no longer reflect the source of the speech data, and so will play the media stream out incorrectly. The Regenerating Entity must take into account not only the data it has received, but also the data generated but lost over the Um interface.

2.3.1.2.  Variable Frame Rate and Variable Frame Time span

The Regenerating Entity cannot assume a constant frame arrival rate; some CoDecs support Voice Activity Detection (VAD) and Comfort Noise Generation (CNG), so the rate at which frames are sent may vary, as “silence” frames can be sent much less frequently. In addition, the particular mode in which the CoDec operates may change over time, potentially giving a different frame rate even during subsequent talk spurts. Others have suggested that these features as expressed in the AMR CoDec should form part of a speech/data multiplexing scheme, particularly for use in Operational Scenario 2, so they cannot be ignored.

The implication of a variable speech frame arrival rate is that the Regenerating Entity cannot assume that, if it does not receive a frame at a given time, then a frame has been lost; there are valid reasons why a frame might not have been transmitted. Similarly, the timestamps it should apply to the RTP packets it constructs will need to reflect the time span covered by previous frames; this will differ dependent on the type of frames received, so a simple fixed incremental value is not sufficient. Finally, if a frame is lost or discarded, then the Regenerating Entity must know the time span for this preceding frame, and so update its timestamp accordingly. This is problematic, as the Regenerating Entity may have to ascertain what kind of frame was lost and so how much time span it reflected.

2.3.1.3.  Mechanisms for Timestamp Calculation

There are two approaches to dealing with these complications; either information is explicitly passed over the Um interface to assist the Regenerating Entity, or it will both need to “understand” the format of the CoDec used and glean information from the L1/L2 procedures. The details of how these approaches might be arranged is deferred for now, but is important to the operation of the Optimised Speech Bearer scheme, and so must be considered soon.

 2.3.2. Choice of Synchronisation Source

The Regenerating Entity constructs an RTP packet from a received speech frame. With complete RTP Header removal and without other information being available to it, the Timestamp and Sequence Number initial offset values (see A.1.1) must be selected locally. From the perspective of RTP and RTCP, the Regenerating Entity appears to be the reference for synchronisation, and so the SSRC value and the selection of the initial random “seed” values for timestamp and sequence number fields are a local matter.

The alternative option is for the associated Extracting Entity to send information it has locally on the SSRC and initial “seed” values for sequence number and timestamp via a “side channel” to the Regenerating Entity, and for the latter to use this. Whilst this might be useful if RTCP information were required to be passed across the Um interface as well (so the SSRC could be tied to Sender or Receiver Reports), setting the SSRC from information sent from the Extracting Entity does conflict with the goal of reducing traffic over the Um, and may not be justified.

Note that the SSRC inserted into RTP packets from different media streams must differ; the Regenerating Entity cannot simply insert a constant value into each RTP sequence it generates. The reason for this is that it is possible for streams from two Mobile Stations to be processed by the same Regenerating Entity and be delivered to the same remote RTP end point. In this case, using the same SSRC value might lead the recipient to assume, incorrectly, that the initial offset values for the Timestamps and Sequence Numbers carried in RTP packets for the two packet sequences was the same. This could cause problems in packet buffering.

2.3.3.  RTCP usage

It is difficult to see how RTCP information can usefully be passed over the Um interface. Its use in Voice over IP is mainly to report measurements on network performance to the remote RTP end points, allowing them to adjust their buffering, traffic rate generation (by reselection of CoDecs, for example), or error protection scheme. This is important for the fixed network portion of the network, as this can induce different degrees of delay, jitter, and packet loss.

Whether this information would be of any use to an entity on the “other side” of a Um interface is questionable, as the measurements do not relate to the air interface traversal, but instead to a remote fixed network. Instead, it seems appropriate for the RTP end points to terminate any RTCP exchanges, leaving the RTP end points on the “other side” of the Um interface to act likewise. This has the major benefit of not requiring Sender or Receiver reports to be sent “over air”. 

The other RTCP traffic that may be delivered to the RTP end points are SDES and BYE messages. Perhaps SDES messages originated in the fixed network would be useful to a Mobile Station. These are not crucial to operation, however, and the need for these to be passed over the Um interface can be deferred for later study.

The RTCP BYE message is not used in some Voice over IP systems, and again the need for these messages may be deferred for later study. It seems at least possible that these messages could be regenerated in reaction to RLC/RRC procedures.

Assuming that RTCP measurements are not tied across the Um interface, then the Regenerating Entity (as the source for RTP packet sequences) is responsible for generating RTCP Sender Reports (and reacting to Receiver Reports). This has some interesting implications on the way in which RTCP measurements are taken or processed on reception.

The Regenerating Entity will be creating a sequence of RTP packets from the speech frames it receives. However, there may have been frame loss or corruption over the Um interface, so there may be some missing packets in the sequence. This will have an impact on the values
 sent in any RTCP Sender Report message, and similarly any values received in a Receiver Report generated by a remote RTP end point will have to be adjusted
 to reflect these “losses before transmission”.

A major reason for the transmission of RTCP packets is to exchange measurement information on the characteristics of the intervening IP network. This allows the End points to adjust their jitter buffers and control the RTP traffic rate through the selection of different CoDecs. In terms of buffer operation adjustments, the RTCP measurements are useful; the Optimised Speech Bearer introduces an effectively fixed delay, so any jitter is introduced by traversal of the fixed portion of the network. However, it is unclear how the measurement information might be used to adjust the CoDec used in a GERAN configuration, as the selection of an appropriate AMR format reflects conditions across the Um interface, not just within the fixed portion of the network. 

2.4. RTP Header Field usage in GERAN

The Version field can be assumed to be 2, and so this is not needed.

The Payload Type field may be considered a constant for Optimised Voice Bearer service if is assumed that the GSM-AMR CoDec will be used throughout the call and that there will be only a single voice stream.

The Contributing Sources list and the CC field are unlikely to be used in a media session carried over the Optimised Voice Bearer. In any case, the list is likely to be static or very slow to change for each media session, and it is arguable that the penalty (in terms of bandwidth required to pass this information onwards) far outweighs the marginal advantages of indicating the sources that contributed to a mixed stream. 

Similarly, if the Optimised Voice Bearer service does not employ profile-specific extensions then the X bit and the extension fields will not be needed.

The Padding bit (and Padding count) may be discarded where the payload data is transmitted “over air”; it reflects packet formats for carriage in the IP network, and so can be generated where the RTP packets are constructed. It is unlikely that speech frames sent over the Um interface would be padded, as the major goal is to minimise traffic over this interface.

The Marker bit might seem to be useful as it indicates the start of a talk spurt. If, however, the payload data also indicates this CoDec state information, then this bit may be considered redundant and so is a candidate for removal and regeneration.

Of the remaining header items, the SSRC, Sequence Number, and Timestamp appear to be important (see Appendix B.2 for a description of how they are used in a “traditional” Voice over IP fixed network). 

3.  Summary

The logical entities Upstream header Extraction Entity, Upstream header Regenerating Entity, Downstream header Extraction Entity and Downstream header Regenerating Entity (UEE, URE, DEE, DRE) have been introduced.

Given the need to remove all RTP/UDP and IP headers from Optimised Speech Bearer data, some factors in the operation of the Regenerating Entities have been addressed. Choices on the mechanisms used to solve the problems raised are not considered here, but must be resolved soon, in time for release 4. Some of the requirements are:

The Regenerating Entity needs some way to know if a speech frame has been lost in transit over the Um interface, or else it will insert incorrect timestamps and Sequence Numbers, resulting in poor speech quality at the recipient RTP end node. If sequence numbers are not to be sent “over air” then the loss of a frame must be inferred, possibly by information received from L1/L2 procedures.

The Regenerating Entity needs to calculate the correct time span reflected in the data frames created. One way for it to do so is for it to “understand” the CoDec frames it receives so that it can calculate the correct timestamp value to insert into RTP headers that it constructs; some CoDecs allow for variable frame rates (and frame time span), and so in such a case the Regenerating Entity may need to examine each frame to ascertain “how long” a period this frame represents. Again, failure to do so may result in the remote RTP end point receiving a packet sequence with incorrect timestamps, processing it based on these incorrect values, resulting in poor speech quality.

Fixed Network performance measurements can be made by the Regenerating Entity. Such measurements and RTCP transmissions containing this data are useful to the RTP end points, for example allowing the recipient to adjust the operation of its buffering. The information is not considered useful for the selection of AMR CoDec modes, however.

It seems inappropriate for RTCP measurement information to be passed across the Um interface; whether RTCP SDES or BYE messages are needed is for future study.
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Appendix A: RTP and RTCP Information

A.1.  RTP Packet Header Fields

This sub-section covers some of the elements carried in each RTP packet header and how these are used.

A.1.1.  SSRC

The Synchronisation Source (SSRC) for a media stream. This identifies the synchronisation time reference for this stream. This time reference reflects the initial random value used for the Sequence Number and Timestamp fields. All streams having this SSRC will have the same basic time reference and so can be synchronised with other streams sharing this identifier.

A.1.1.2.  Sequence Number

The Sequence number identifies each packet in a media stream. It is initialised to a random “seed” value and is incremented for each packet sent. It is contained in a 16 bit field that “rolls over” when it reaches its maximum value. Note that the initial sequence number seed value is common for all media streams sharing the same SSRC.

A.1.1.3.  Timestamp

The Timestamp is a value that identifies when the first sample carried in this RTP packet was recorded. It is initialised to a random “seed” value, and this value is added to the “tick count” since the media stream began. This tick count is encoded using a 32 bit representation in NTP time format, using a time epoch relative to the start of the media stream. Note that the initial timestamp seed value is common for all media streams sharing the same SSRC. 

A.1.1.4.  Payload Type

This field indicates the type of the payload carried in this packet. In normal operation, it indicates the CoDec type used to encode the data carried. This will either be a “static type” or a dynamically negotiated type. In principle, it can also be used to indicate an RTCP packet type is carried, although RTCP packets are normally transferred over a different stream.

A.1.1.5.  Version

This value indicates the version of the RTP standard layout to which this packet conforms. In normal operation this will be RTP version 2; as this is almost certain to be the case in operation, this field can safely be assumed – (the other version numbers were used for VAT and for an earlier draft and are unlikely to be encountered in a commercial service).

A.1.1.6.  Marker (‘M’) bit

This value is used to indicate the first packet at the start of a talk spurt, when using a CoDec that uses special silence frames (or discontinuous transmission).

A.1.1.7.  Contributing Sources

A.1.1.7.1.  CSRCs

This is a (possibly empty) list of Contributing Sources (CSRC). These are the Synchronisation Sources that were used in the construction of this stream. Such a list indicates that this stream is the result of combining other streams to make a composite stream at a Stream Mixer. The SSRC for this stream will be set by the mixer, as it is the origin of the constructed stream; the CSRCs indicate the sources of the streams that were contributed or combined. In normal “point to point” or multicast configurations, this list will be empty.

A.1.1.7.2.  CC

This is the CSRC count, indicating the number of CSRCs included in this packet. Again, in normal scenarios not including an intervening Stream Mixer, this value will be zero.

A.1.1.8.  Padding (‘P’) bit

This bit indicates that this packet has been padded for alignment purposes. If this has been done and this bit is set, then the last byte of the payload data indicates the number of octets that are actually padding and so should be discarded.

A.1.1.9.  Profile-specific Extensions

A.1.1.9.1.  Extension (‘X’) bit

This bit indicates that some profile-dependent extension information is carried in the RTP header (after any included CSRCs)

A.1.1.9.2.  Extension Fields

These fields, if present, are intended to carry extra information that is specific to the profile in use. They can be of variable length, and so consist of an extension identifier (unique within the particular profile) followed by the length of the extension, followed in turn by the extension data content, if any.

A.2.  RTCP Information

This sub-section covers RTCP packet types and their content.

RTCP messages are carried over a separate transport connection; they are usually sent to the next higher port to that used for the RTP stream with which they are associated. Of most interest are the SDES, SR, RR, and BYE message types.

The SDES message gives more information about the source(s) of the associated RTP data stream. It includes a list of Information blocks, each of which is identified either by an SSRC or a CSRC value. Each block can include one of several types of information, but the normal content type is CNAME. This gives the IP address or domain name of this source, or is of the form “user@host”. This last form is often used to “tie” the media stream with an alias in an H.323 system.

The Sender Report (SR) and Receiver Report (RR) records carry data indicating measured network characteristics and so can be used to adjust the coding and traffic rate used for a communication session.

A Sender report includes the SSRC of the RTP stream with which this report is associated, the current absolute time (expressed as a value in Network Time Protocol format), the current time expressed in the same form as the RTP timestamp (i.e. including the initial “seed” offset value), the count of the number of packets sent up to this point in the session, and the number of octets sent so far in this session.

The Receiver Report includes the SSRC associated with the RTP stream reception of which this is a report, the fraction of packets lost, the cumulative number of packets lost, the highest Sequence Number received in the RTP stream, the inter-arrival jitter estimate, and information on the last Sender Report received (the absolute time included, plus the local time since this Sender Report was received).

The BYE message is used to indicate that a media stream is ending. In some implementations this message type is not used, relying on the similar information carried in separate call control messages; such discard requires that the recipient of this media stream can handle gracefully the condition in which no packets are received – this condition may be a valid situation at the end of a call and so should not result in attempted stream error masking (for example by “last frame repetition” or interpolation). It is not used, for example, in H.323-based systems.

Appendix B: RTP/RTCP in IP Networks

There are several transport characteristics of IP Networks that drive the selection of headers in RTP and the use of RTCP. This section covers some of these characteristics, the mechanisms used to process media data, and the way in which the headers are used in these mechanisms.

B.1.  IP Network Characteristics

The IP protocol architecture provides a connectionless network service. The egress link over which an individual PDU is sent can be decided on a packet-by-packet basis, responding to traffic conditions in the network. Furthermore, the PDU can be broken into a set of fragments if they are to be carried over a link that has a smaller maximum transmission unit size than the PDU. Each of these fragments is a separate PDU, and these will not be reconstructed until they arrive at their final destination. The network Intermediate Systems (routers) usually contain some buffering to handle variable load, so the transit time for a packet across a network can differ from others, depending on the instantaneous traffic levels encountered on its traversal of the network. A PDU may be corrupted in such a way that the destination is incorrect; the IP header includes checksum protection, and the router may detect the error and silently discard the PDU. Likewise, if there is a sustained burst of PDUs then the router may silently discard some proportion of them. Finally, the network architecture is organised using a “datagram” scheme; an individual network PDU can be sent over several egress links at once, particularly in the face of links that are subject a high error rate.

These factors when combined mean that a sequence of packets can be subject to loss, mis-ordering, and duplication; in addition, the data content carried in an IP datagram is not protected, and so may have been corrupted in transit. The IP protocol entity at an end node receiving these PDUs is responsible for discarding duplicate PDUs and for reconstruction of fragments (and so may have to re-order them in order to construct a complete IP datagram). The transport user, however, has to deal with packets lost in transit and packets that have arrived out of order.

The connection-oriented Transport protocol (TCP) deals with this by selective retransmission requests, data checksums, sequence numbering. It also deals with network congestion by reducing the amount of traffic offered to the network, adjusting the offering rate upwards as conditions allow. This is convenient for data transfer applications, but the delay that may be introduced is not appropriate for real-time protocols (such as media transport). A “lightweight” connectionless transport protocol called User Datagram Protocol (UDP) is more appropriate. In this scheme, checksums are introduced to protect the packet payload, and sequence numbers are introduced to allow the service user to identify mis-ordered packets. There is no re-transmission to recover from packet loss; this is the responsibility of the application using this protocol.

B.2.  Real Time Protocol Operation in IP Networks

When sending media data between two end points, the characteristics of the UDP transport service mean that the media data is subject to loss of frames and to inter-arrival packet jitter. The RTP sequence number included in each packet allows the end node to detect packet loss and use some local error masking technique. The RTP timestamp included in each packet is equally important; it allows an end node to employ a “jitter buffer” and so ensure that the media data is played out to the end user at the correct rate, and to adjust for the variable transit time across the intervening network and any mis-ordering this has induced.

The jitter buffer is usually organised so that a packet that arrives has its content placed into the appropriate point in a rolling buffer dependent on the timestamp carried in the packet. Data is extracted from the buffer at a rate dependent on the CoDec used, and so, as long as the buffer storage is enough to recover from the longest inter-arrival jitter, the end user will hear a continuous media stream.

Of course, the price of this scheme is that delay is introduced. The jitter buffer is normally designed to support a “reasonable” inter-arrival jitter. In extreme cases, a packet may be delayed excessively so that, even though it finally arrives, its arrival is too late. In this case, the timestamp is compared to the current buffer playout time limit, and it is discarded if the packet timestamp is earlier.

Inter-arrival jitter and loss are proportional to load in an IP network, so that a reasonable delay (and small buffer size) can only be assured if the network itself is capable of handling the offered traffic; in effect, the IP network must be lightly loaded. This can be arranged either by providing different treatment for packets carrying real time data (i.e. providing different Qualities of Service dependent on the application) or by over-specifying the network so that it is lightly loaded and so does not introduce jitter and loss through load-induced intermediate storage or packet discard. No network will provide a perfect service, so the end systems can adjust their jitter buffer capacity and choice of CoDecs in response to conditions by exchanging measurements they have made of the actual network traffic performance. Exchanging this information on network performance is the main use of RTCP.

In summary, the sequence number and timestamp information carried in each packet are both needed to deal with the problems of packet loss and inter-arrival jitter. Without this information, the presented quality of a received media stream will be much lower, suffering from variable rate playout, with no chance of detecting missing packets, and potentially with some parts of the media stream being played out of order.

� The “Sent Packet Count” value in a Sender Report will not reflect Sequence Number in RTP Packets.


� The packet loss value will include packets that the Regenerating Entity did not receive, and so didn’t send.
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