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Proposals for improving Gb/IP 

1. dEFINITION FOR THE ns-vc

During the last Gb/IP meeting in Helsinki, it was agreed how a full mesh of NS-VCs between the BSS and the SGSN could be generated upon sharing the UDP/IP addresses at the SNS initialization stage. Hence all of the UDP/IP addresses from BSS are connected to all of the UDP/IP addresses from the SGSN via an IP cloud. Each of the those full mesh configurations can be considered virtual NS-VCs identified by a source UDP/IP address and a destination UDP/IP address. While Frame Relay NS-VCs are full-duplex, NS-VCs of the Gb/IP can be identified by a pair of unidirectional paths. These unidirectional path may not traverse the same route even though they represent the same NS-VC. The following example illustrates the concept.

Example1:

B1 = BSS UDP/IP address

S3 = SGSN UDP/IP address

NS-VC(1,3) = (B1,S3) = (S3,B1)

Where (B1, S3) is the unidirectional route from BSS to SGSN and (S3, B1) is the unidirectional route from SGSN to BSS. 

Definition for NS-VC:

An NS-VC is uniquely identified by two UDP/IP address end points. NS-VC consists of two unidirectional routes that originated from each of the UDP/IP end points towards the other UDP/IP end point. A unidirectional route is identified by the source UDP/IP address to the destination UDP/IP address.

2. Weights based Load Sharing

The NS-VCs of Gb are administratively setup with Frame Relay full-duplex connections where both ends of the Frame Relay connections are aware of each others receiver capabilities. Layer 2 for the Gb/IP specification is flexible. Unless, ATM, FR based L2 transports mediums are used, it difficult to predict receiver's capability when L2 transport mediums such as Ethernet is used for establish NS-VC connections. Hence, this paper proposes a weights based solution where the relative capabilities of the receiving NS-VC end points can be shared with the transmitting NS-VC end points. Once weights are exchanged per each of the UDP/IP address points, a normalized weight can be computed on both sides for each of the meshed NS-VCs. These computed weights per NS-VCs are then used to perform load sharing among the NS-VCs eliminating or reducing the occurrence of an over flow at the receiver. The following example illustrates the technique.

Example2:

The Example assumes that BSS and SGSN each exchanges 4 UDP/IP pairs. Hence16 NS-VCs are possible.

X= UDP/IP pair

W= corresponding traffic weight of the UDP/IP pair. Where the maximum weight is 10.

BSS sends X1, X2, X3, X4, W1, W2, W3, W4 to the SGSN

SGSN sends X5, X6, X7, X8, W5, W6, W7, W8 to the BSS

Both BSS and SGSN constructs the NSVC table as follows:

NS-VC# 
Weight per NS-VC

X1,X5  

C1

X1,X6 

C2

X1,X7  

C3

X1,X8  

C4

X2,X5  

C5

..……………………………..

..……………………………..

X4,X8  

C16

Note that C1, C2, C3 are normalized traffic weights computed out of the parameters exchanged (i.e. W1, W2 ......) during the SNS initializing stage. As an example the C4 for NS-VCI(1,8) is computed as follows:
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Hence without sending either proprietary information or forcing the sender to send traffic to a specific UDP/IP pair, the parameters C1, C2 .... BSS and SGSN to implement a load sharing scheme better that random selection of NS-VCs.

As an example if C1 = 0.8 and C2 = 0.2, then both BSS and SGSN can load NS-VC(1,5) four times more than say NS-VC(1,6). We feel this is better than the round robin scheme reduces the possibility of receiver overloading.. 
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