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1. Introduction

This paper provides an initial discussion of the performance of acknowledged data flows, such as TCP, whilst being multiplexed with a higher priority conversation stream, the situation occurring in GERAN R4 Operational Scenario 2. Poor performance could indicate that bandwidth must be allocated for data Acknowledgements during speech bursts, which would greatly increase the complexity of standardising and implementing OS2.

OS2 defines a multiplexing scheme such that voice can be multiplexed with best effort data from the same mobile. Voice is given priority and best effort data is sent during speech silence periods.  

It may be assumed that the majority, if not all best effort data services required in this scenario will be implemented using an Acknowledged mode bearer
. In addition it is also likely that this data service will be implemented using an Acknowledged transport layer, commonly TCP [2].

The ‘loosely coupled’ bi-directional nature of conversational speech means that the channel availability for TCP data in one direction and TCP acknowledgements in the other, may not be coincident [1]. Although the random nature of conversation means that instances will occur when the both channels are available at the same time (neither person is speaking) or instances when neither channel is available, (both are speaking).

TCP adjusts its timeouts to adapt to the round trip time, to ensure sufficient time for return of acknowledgements before retransmission. Under these conditions, the round trip time is randomly changing and it is therefore possible that TCP will not adapt to the round trip time changes enough to avoid large numbers of unnecessary retransmissions, thus decreasing overall bandwidth efficiency. 

2. Effect of a Bi-directional Conversation Model

To estimate the channel availability for data and acknowledgements at any instant, a model for conversational speech is required that captures the channel usage in both uplink and downlink directions. Such a model is proposed in [1].

By exponentially distributing each speech burst and silence period, the availability for data in both uplink and downlink will also be distributed, given that speech has priority use of the channel.

Multiplexing is carried out in the link layer. The changes in channel availability will be invisible to TCP, which will queue a segment for transmission and await an acknowledgement. The sending link layer will need to wait for the channel to become available before transmitting the packet. Likewise the receiving TCP will queue an acknowledgement, and it’s link layer will need to wait for the channel to become available before it can be sent back. 


Figure 1 Effect Of Multiplexing on Round Trip Time

The effect of multiplexing data with speech (data at lower priority) is to introduce an increase in the round trip time seen by TCP [Figure 1]. The exponential distribution of speech events will in turn produce a complex
 distribution in this round trip time.

TCP is designed for use in the fixed network environment. Packet loss is assumed to be caused by network congestion rather than damaged packets (damage is assumed at less than 1%).  In order to manage packet loss TCP must estimate the round trip time for the network, and use this time as the basis for generating retransmissions. If the random changes in round trip time caused by multiplexing with speech were significant enough to affect the round trip time calculation algorithm, then the effect would be to cause large numbers of timeouts and retransmissions, thus decreasing effective channel data rate.

TCP also includes a ‘slow start’ algorithm, the rate of acknowledgement receipt during this phase is critical to data throughput, especially for smaller download sizes. The performance of slow start could have a significant effect on data throughput.

This situation could be improved by providing a limited data rate for acknowledgements during speech bursts. Although the data rate needed for acknowledgements is likely to be small, provision of such bandwidth is likely to reduce that available for speech, thus impacting speech quality. It is possible to conceive schemes of varying levels of complexity to achieve this, although those schemes having the least impact on speech quality are likely to represent greatest complexity for implementation and standardisation.

3. Link Error Rate

Many studies have been made of the performance of TCP over wireless data links [3]. These studies show that when operating over a link where bit errors are more common than assumed by TCP (1%), TCP performance is greatly reduced.

Operating TCP over an Acknowledged mode RLC will provide a link with no bit errors. Any errors occurring will be corrected by the link layer and will only be detected by TCP as an increase in round trip time. Bit errors will be randomly distributed and therefore it is assumed that the increased round trip time will also be random.

This random increase of round trip time is a similar affect to that caused by multiplexing in OS2, although the characteristics of increase in round trip time are also FFS. 

4. Conclusions

To evaluate the performance of best effort data services in OS2, we need to consider the characteristics of conversational speech in both uplink and downlink directions [1]. 

These characteristics have a dramatic effect on the round trip time perceived by acknowledged data flows, which could in turn cause large numbers of timeouts/retransmissions reducing average data throughput. If these timeouts occur during TCP ‘Slow Start’, the effects on throughput could be even more significant.

One solution is to provide a limited data rate for acknowledgements during speech bursts, although provision of such bandwidth is likely to reduce that available for speech, impacting speech quality. Schemes of varying complexity could be used to achieve this, although those schemes with the least impact on speech quality are likely to represent greatest complexity for implementation and standardisation.

Further study is needed to investigate OS2 best effort data performance when using acknowledged data flows.
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� Only real time streams do not use acknowledged mode bearers 


� RTT is also affected by other factors such as fixed network delay, processing time and packets already queued
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