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Voice- and data-transmission in operational scenario 2

1 Introduction

Operational scenario 2 is described in [1] as conversational-class traffic simultaneous with best-effort data from the same user on a dedicated channel. This scenario is challenging to implement on a one-slot GERAN channel since the channel must be divided between the voice- and the data-transmission without causing conflicts. Hence, a scheme must be found on how to divide the channel between voice and data.

The voice-transmission has higher priority than the data-transmission. The data-transmission is thus reduced to use the channel only when the voice-signal is paused. DTX-periods are examples of periods when the voice-signal is paused. The problem is that the speech-signal presents a random behaviour, and the amount of slots available for data-transmission varies over time. 

A particular problem is a monologue-type of conversation in progress over a one-slot channel. The RLC-protocol may then run into a stall condition because the ARQ-window is exhausted. It will wait for ACK/NAK-reports before proceeding with the transmission of data. However, the receiver is prevented from reporting ACK/NAKs due to the monologue-type voice-transmission which is utilizing the only timeslot.

We identify two different schemes that may provide a suitable solution:

1. Steal a speech-frame from the voice-transmission to send the ACK/NAK messages.

2. Increase the RLC window-size in an attempt to avoid protocol stalling. A large RLC window-size allows longer speech monologues without the protocol entering a stall condition.

In the analysis below we elaborate on the alternatives above. 

2 Analysis

We investigate two different strategies to overcome the shortcomings of multiplexing voice- and data-transmission on one time-slot.

2.1 Steal a speech-frame from the voice-transmission

Stealing a speech-frame proves to be difficult without jeopardizing the voice quality. A rule-of-thumb is that 1% of the speech-frames can be erased without having a recognisable reduction of the speech quality. The following example illustrates how often a speech-frame needs to be stolen to avoid RLC-protocol stalling.

Example 1. Assume that EGPRS MCS9 is used in the downlink. The largest RLC window size is 192 according to [2]. Since 100 RLC-blocks are conveyed per second for MCS9, the protocol will stall in 1.92 seconds.

Moreover, even a “stealing-rate” of 1% can not be allowed as other logical channels (e.g. FACCH) already steal frames from the voice transmission and speech frames get also typically lost on the radio link. This clearly reveals that stealing of speech frames for conveying ACK/NACK messages is no possible solution.

2.2 Increase the RLC-window size

A stall condition on the RLC-layer might be avoided if the RLC-window size is increased. If the RLC-window is chosen to be 512 instead of 192 as in [2], the stall condition on RLC-level will arise after a little more than 5 seconds instead of after 1.92 seconds (provided MCS9 is used). 

WWW-traffic was simulated to understand how an increased RLC-window affects the throughput. TCP was chosen as transport-protocol, and both MCS1 and MCS9 were simulated. The simulation-result, the normalized throughput, is plotted versus mean talk-spurt duration in Figure 1 and Figure 2 for MCS1 and MCS9 respectivley.
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Figure 1. Normalized throughput versus mean talk-spurt duration for operational scenario 2. WWW-traffic over MCS1 is simulated for two different RLC-window sizes: 192 and 512.
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Figure 2. Normalized throughput versus mean talk-spurt duration for operational scenario 2. WWW-traffic over MCS9 is simulated for two different RLC-window sizes: 192 and 512.

The important result is that the RLC-window size has a very small effect on the throughput. Instead, the TCP-protocol’s slow-start procedure [3] limits the throughput. The combination of the slow-start, the large round-trip time due to the speech-transmission, and the transfer of many small Web-objects results in a considerable protocol-induced delay. This delay is reflected as a low throughput. The result is that the TCP-protocol, not the RLC-protocol, limits the performance.

Nevertheless, the RLC-window’s size indeed has a small effect on the throughput, at least for short talk-spurts. However, the effect fades as the talk-spurt-length increases since the RLC-layer stalls at long talk-spurts even with a rather large window-size. The throughput for window-size 512 converges thus with the 192-window-size result as the talk-spurt-length increases.

Summarizing the results, the increase of the RLC window size does not provide a solution if TCP is applied on top of the GERAN protocols.

3 Way forward

An ACK/NAK-channel needs to be established at all times in order to avoid negative impacts of the TCP-layer’s slow-start mechanism. A channel permanently open for ACK/NAK reports decreases the round-trip time’s mean and variance considerably. The result will most likely be a large throughput-increase since the round-trip time is decreased when ACK/NAKs are allowed to flow undisturbed by the voice-transmission.

One possible way forward is to take advantage of the dual transfer mode (DTM) concept [4]. DTM defines two sub-channels on each time-slot. One sub-channel is used for voice and one for data. However, only half a time-slot for voice compromises the voice-quality, but this might be outweighed by a considerable boost in throughput. More investigations must be done before any certainty is reached in this question.

4 Conclusions

We investigated how to overcome the shortcomings of multiplexing voice- and data-transmissions on a single time-slot. Two solutions to the problem are considered, stealing of voice frames and increase of the RLC-layer window-size. However, none of the strategies proved to be efficient. The former results in a loss for the voice-quality and the latter is virtually useless. These proposals are therefore no longer considered as being a suitable solution. The analysis also suggests that operational scenario two can not be realized efficiently, when fullrate channels are applied for the transmission of speech.

The way forward may instead be to extend the DTM concept. This way, we avoid a large and varying round-trip time, and the influence of the TCP-layer’s slow-start mechanism on the throughput is reduced. The result is most likely an increased throughput, however further investigations are necessary before certainty can be reached.
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