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Comments on Gb over IP proposal

1 Introduction

Alcatel agrees on the rationale for providing Gb over IP given in [1] and supports it.

Alcatel also considers that the greatest attention must be given to the original design of the Gb interface and to the proper way to provide an alternative to the Frame Relay Transport. It is to be noted as well that other interfaces are transported over IP in the Network and Alcatel would recommend that common mechanisms be studied, to enable a global IP transport perspective.

Comments on proposed solution ([1]) and questions for clarification are provided hereafter.

2 Comments and questions

2.1 Impacts on Sub Network Service and Network Service Control

The following text is taken from [2]:

“The Network Service entity is composed of an entity dependent on the intermediate transmission network used on the Gb interface, the Sub-Network Service, and of a control entity independent from that network, the Network Service Control. There is a hierarchical relationship between both entities. “

The original idea was clearly to allow future introduction of alternatives for Frame Relay transport and to encompass all specificity into the Sub Network Service entity.

As stated in the introduction in [1], the intent for Gb over IP is to provide a new Sub Network Service. However changes are also proposed in the Network Service Control. These changes are justified by the paradigm shift introduced by connection-less orientation of IP.

We understand the benefits expected by IP introduction for dynamic provisioning of addresses but they should be hidden to higher layers. Changes shall impact only Sub Network Service layer.

2.2 Services expected from layer 2 /layer 1 and from the transport network

We agree that layer 2 and layer 1 shall remain as open as possible, to enable wider choice and competitiveness to operators. A strong requirement is to let protocols for layer 2 undefined below IP.

However, some requirements exist on layer 2 and on the transport network between NS peer entities, such as the maximum transmission unit (MTU) for IP packets. 

2.2.1 Maximum Transmission Unit

If the MTU is smaller than the existing maximum size transported by the Network Service, IP fragmentation may be needed. But the use of this feature is not recommended, because it is not efficient and can increase the packet loss rate. As a matter of reference, in [3], it is recommended that all backbone links do not fragment GTP messages.

We propose to add the requirement that all backbone links on the Gb interface should enable the transmission of NS messages without IP fragmentation.

2.2.2 Security requirements on the transport network

Other requirements are certainly to be studied in more details for the transport network.

For instance, IP networks are not secure and it is often necessary to add new functions to protect them from intrusion, eavesdropping or denial of service.

These requirements may not impose any solution for the implementation of the transport network. However they should be studied in more details, to clarify the threats and the possible ways to get protected.

2.2.3 In sequence delivery in IP networks

It is well known that an IP network cannot guarantee that IP packets are delivered in sequence from the source to the destination. This behavior can be caused by:

· IP connection-less orientation;

· Failures and recoveries in the backbone, causing changes in paths;

· Potential load splitting between routers to distribute the load between different paths;

· Processing in routers: for instance, large packets that need to be fragmented may be sent to the central processor responsible for fragmentation, as smaller packets are forwarded quickly by interface board.

More generally, IP layer does not provide in sequence delivery and for many implementation reasons packets can get disordered. It shall be noticed that third and fourth bullets correspond to common circumstances.

One cannot assume that out of order delivery is rare in an IP network.

That is the reason why we don’t agree with statement in [1], claiming that out-of-order delivery of NS-SDUs will not be frequent enough to warrant additional work or specification for re-ordering.

At least, the impact of out-of-order delivery shall be studied, if service expected from Network Service should be changed. This study should cover, user plane transfers but also control messages from NS or higher layers.

2.3 Requirements for signaling message transport

One common technique when transporting data over IP is to have two different kinds of bearer, one for the user plane with basic functions and another one for the control plane with typically reliability requirements.

For instance, SCTP [4] is a protocol defined at IETF to transport signalling information between IP nodes. It is extensively used in UMTS interfaces. Other solutions like TCP could be also studied.

2.4 NS-VC Termination Identification

2.4.1 Contradictions for NS-VC with UDP ports

Some contradictions have been identified on the identification of NS-VC with UDP ports.

In the Concept Paper [1], it is clear that if each NSE has one IP address and several UDP ports, the NS-VCs correspond to a complete mesh between these UDP ports. Moreover, the numbers of UDP ports in each peer NS entity are independent. Figure 3 in [1] is very clear on that point.

Nevertheless, in [5] paragraph 7.2.2 for instance, it is proposed that peer NS entities negotiate the same number of UDP ports when configured with only one IP address and that these UDP ports are in a one to one correspondence with the NS-VC. 

There is a clear inconsistency between both Tdocs on the meaning and identification of NS-VC with UDP ports. We ask for clarification on the proposed solution.

2.4.2 Number of IP addresses and UDP ports

In [1], three basic cases are presented where NSEs are configured either with one IP address or with one UDP port.

Even if it is clear from previous remark that some clarification or alignment is needed, we do not understand why the choice is restricted to one UDP port or one IP address. It should not be precluded to configure several IP addresses and several UDP ports in each peer NSE. That would allow more flexibility and simplify the presentation, since one case will generalize proposed alternatives.

2.5 Load Sharing and Change Route procedure 

Two mechanisms are proposed in [1], paragraph 2.2.1, to share the load in peer NS entities. These mechanisms are called “Explicit path negotiation”. 

As a first remark, it can be mentioned that what is changed is the IP interface (or NS-VC termination), but not a path or a route. Therefore, it should preferably be called “Explicit NS-VC Termination Change”.

2.5.1 Explicit Change Route for one subscriber

The first mechanism enables to move one mobile transfer from one NS-VC termination to another one. The principle is correct, since it is as transparent as possible to the peer entity, but we think the granularity is too small. When balancing the load between NS-VC terminations, moving one transfer may not be enough.

If a lot of mobile transfers need to migrate from one NS-VC to another, the signaling load will be very important. The result is the exact opposite of the foreseen effect: Gb over IP brings more signaling load.

Besides, the proposal to use TLLI within the Network Service layer is not satisfactory, since it mixes identifiers between different layers. The TLLI may change along the time, what can bring additional issues.

2.5.2 Explicit Change Route for one IP address

The second mechanism proposes a much larger granularity, since all transfers terminating at one IP address shall move to another one IP address. This proposal has two drawbacks: it is certainly too coarse since the load to transfer from one IP address may be too important to fit completely into another IP address. Moreover, changing only the IP address is not in line with the Concept Paper, which identifies rather the NS-VC terminations with an IP address and a UDP port.

Indicating both IP address and UDP port in NS-CHANGEROUTE message can be a significant improvement.

That would allow the same load sharing mechanism to be used, when multiple UDP ports are in use. Without inclusion of UDP port in NS-CHANGEROUTE, there is no mechanism to share the load between NSE with multiple UDP ports.

3 Proposal

In this contribution, a number of issues have been identified that have to be solved to complete the Gb over IP Work Item.

The following is proposed:

· Lower the changes to the Sub Network Service layer, or restrict as much as possible the impact on Network Service Control.

· Identify more precisely the requirements put on layer 2 and on the transport network between peer NS entities.

· Study and solve the issues related to out-of-order delivery of IP packets.

· Identify each NS-VC with a pair of IP/UDP couples, without further restriction on the number of IP addresses and UDP ports.

· Re-visit the load sharing mechanisms, to have a simpler and more efficient solution.
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