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Latency improvements
Evaluation aspects and descriptions of technical enhancements 

1 Introduction

Latency is a crucial matter to consider when higher throughput and better user experiences are wanted [1,2]. In particular conversational services like speech and video telephony low latency is needed in order to satisfy users, but also gaming needs quick responses and hence low delay. Considering speech services, mouth-to-ear delay figures are recommended by ITU in G.114 [3] giving a range of delay requirements depending on quality requirements, see also [2]. To cope with a required increase of throughput for TCP-based services there will also be a need for decreased delay [2]. There are suggestions in the order of 100 ms end-to-end round trip time (RTT) [1,2]. 

The purpose of this document is to outline some aspects that need to be defined in order to perform the necessary studies. It also suggests techniques for the feasibility study [4].

2 On necessary studies and performance requirements

The performance evaluation of latency (one-way and/or two-way depending how the individual evaluations are conducted) will at least need to study one single connection, MS-Network, emulating loaded and non-loaded cases by using a block error pattern. The non-loaded case is considered to be a noise-limited environment while the loaded case is a case with traffic from others. Analytical studies can also be used to give theoretical expected performance gain.

To be able to compare different proposals common assumptions are needed. Some aspects related to this are given below (see chapter 2.1).   

2.1 Common assumptions

The proposed service to evaluate latency performance is the Ping function. A Ping is 32 Bytes long. When a Ping is sent, a reply is expected from the node being addressed. The Ping is very common to use when analysing latency in the Internet. It may, however, not give a correct measure on how long time it could take to e.g. download a big file. As the inverse of throughput gives the delay per bit, larger sized blocks could be used to measure latencies for those kinds of services (e.g. a ftp application).  However, it is proposed to do the feasibility study evaluation on the Ping level as it provides the necessary measures to quantify latency improvements, noting also the short available time for completion of the study.

2.2 Latency improvements in loaded situations

Similar to other performance evaluations, link level simulations are needed only when Layer 1 is changed, e.g. when different interleaving and/or channel coding and/or TTI are included. System simulations are always needed but could be kept on a single connection, one MS to BSS link, using a model of the system interference. 

3 Technical proposals for reduced latency

There are basically two ways to reduce latency when a transmission is ongoing: a) implement a faster ACK/NACK reporting (primarily for acknowledged based services) and, b) reduce the “transmit time” that enables a faster transmission. Both possibilities have been shortly introduced previously, see [1], and are described in more detail in the next sub-chapters. 

3.1 Improved ACK/NACK reporting

Currently, the RLC/MAC ACK/NACK reporting is a time consuming procedure. This is especially true for downlink transfers. The procedure for DL transfers is that the BSS periodically (RRBP) polls the mobile for ACK/NACK reports. Considering the periodicity for the polling, it is realistic that it takes in the order of 150 to 250 ms from an RLC block is considered lost in the MS until the PCU realises it. This is a large problem especially considering delay sensitive applications, such as PoC or VoIP. Consider also that in RLC Acknowledged mode the LLC layer in the receiver applies “in-order-delivery” to upper layers. Meaning that a single lost RLC data block will delay all consecutive LLC packets until this RLC data block has been successfully transmitted.

“RRBP poll” in this context means a BSS ordered periodic poll for DL ACK/NACKs from the MS. “USF scheduling” is the procedure for BSS to allow a specific MS to send data uplink on the specified UL channel. The disadvantage with (very) frequent RRBP polls is that it reserves the UL channel for ACK/NACKs, and even though there are no blocks lost the MS needs to send a ACK/NACK uplink (and not data) as a response to any RRBP poll.

Two methods to improve ACK/NACK reporting are:
· Event based RLC ACK/NACK reports

· DL ACK/NACK in Uplink Data 

3.1.1 Event based RLC ACK/NACK reports

A different approach to the periodic polls from the BSS would be that when the receiver (MS) realises that a RLC data block is missing (from BSN sequence out of order) it could immediately report this to the BSS. To avoid collisions on the shared UL physical channel(s) the event based ACK/NACK would have to be scheduled by BSS, and thus sent as a response to either USF scheduling or RRBP poll. Currently only RRBP poll is allowed according to 3GPP TS 44.060. To let the BSS still have control over the balance between payload and ACK/NACKs in the UL direction, it may be desired that the BSS still must control the mobile station usage. For example by setting a maximum relation between ACK/NACK and payload in every Packet UL ACK/NACK, e.g. the BSS orders the MS to use maximum 50% of the USF scheduling for ACK/NACKs, and/or set how many RLC data blocks per LLC that shall be missing before an event based DL ACK/NACK is sent. This would let the BSS dynamically control the DL ACK/NACK reporting depending on what is currently the main payload direction and also considering QoS requirements. In addition, by using USF scheduling BSS would also have control over multiplexing of different users versus DL ACK/NACK reporting.

3.1.2 DL ACK/NACK in Uplink Data

There are spare bits in the RLC/MAC header for EGPRS uplink data blocks. These could be used for ACK/NACK blocks for the DL TBF. The method should be event based as described in chapter 3.1.1, which means that the bits shall be used only if there are lost blocks. Since there is no room for Sending Sequence Number, the exact meaning of the bits needs to be defined.

The advantages with this method may be:

· Immediate NACK of lost RLC block possible -> low latency.

· No reduction of uplink capacity

This method should be regarded as a complement to the method described in chapter 3.1.1 rather than alternatives. 

3.2 Shorter radio block periods

Shorter radio block periods will reduce the Round Trip Time. The present situation is shown in Figure 1 where the delay related to the radio block period of 20 ms is shown. Depending on the MS capability one or more radio blocks is necessary to send for a Ping. By reducing the radio block period to 10 ms the time needed to complete a Ping will be lowered.
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Figure 1. Typical delay figures related to the radio block period 20 ms (note that the actual time to send a radio block over the Um i/f is around 15 ms and that the delay over Abis depends on configuration) 

There is a trade off between protocol overhead and amount of data to be transmitted. For large amounts of data a fixed short radio block period would potentially degrade the performance due to increased protocol overhead (i.e. more RLC/MAC headers). 

A possible drawback with shorter radio block periods is reduced interleaving gain. This is especially true when high amount of channel coding is used. The problem could be mitigated if for instance used in combination with multi-carrier. 

4 Conclusions

Some aspects to be considered for the evaluation of latency have been described. It is suggested to adopt the PING function to be the common “service” to evaluate latency improvements. A few technical enhancements have been outlined and are suggested to be included in the feasibility study report for further descriptions and evaluations.
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