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1.  Introduction
A study item named “Cellular IoT” was approved in GERAN#62 for evaluating how to support low throughput and low complexity machine type communications [1].  Several proposals have been discussed under the categories of an evolved low-complexity EGPRS (EC-GSM) and clean slate solutions (NB M2M and NB OFDMA).  The evaluation methodology including the system assumptions, parameters and traffic models were captured in the draft TR 45.820 [2].
In this document, we present some DL system level simulation results for EC-GSM solution for GERAN CIoT systems. The full-buffer traffic model is assumed to verify whether the requirement of 160 bps throughput at the equivalent of the SNDCP layer in [2] can be satisfied.  Furthermore, the CIoT traffic model specified in [2] was employed in the simulations and system capacity and latency results were obtained.  
2.  Simulation Setup and Parameters
The major system level simulation assumptions and parameters are listed in Table 1.
Table 1: Simulation parameters and assumptions.
	Parameter
	Assumption

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site 

	Frequency band
	900 MHz

	Inter site distance 
	1732 m

	Number of carriers per cell (1 sector)
	1

	System bandwidth
	600 kHz

	Frequency Hopping
	Off

	Modulation coding schemes
	MCS 1-4

	Doppler frequency 
	1 Hz

	User distribution
	Devices dropped uniformly in each sector

	BS transmit power per 200 KHz (at the antenna connector)
	43 dBm 

	Pathloss model
	L=I + 37.6log10(R), R in kilometers
I=120.9 dB for the 900 MHz band

	Shadowing standard deviation
	8 dB

	Correlation distance of Shadowing
	110 m

	Shadowing correlation
	0.5 Between cell sites/ 1 Between sectors of the same cell site

	Antenna pattern (horizontal)

	See table 5-7, 3GPP TR 45.914, 65° H-plane

	BS Antenna gain
	18 dBi

	MS Antenna gain
	-4 dBi

	BS cable loss
	 3 dB

	Building Penetration Loss
	Based on TR 45.820 Scenario 1 with correlation coefficient = 0.5

	Frequency reuse
	1/3

	Link to system mapping
	Proposed in [3]

	Noise figure
	5 dB



In addition to the CIoT traffic models specified in [2], full-buffer traffic and proportional fair (PF) scheduling are considered in the simulations. The choice of full-buffer traffic model and uniform distribution of larger number (20, 30, 40) of devices per sector, although not a part of the agreed evaluation methodology, is primarily motivated by the aim of facilitating an easier analysis and better understanding of the performance of the EC-GSM design at the system level considering the minimum MAC throughput requirement for a challenging scenario w.r.t. system loading (when compared to practical traffic loading from CIoT traffic).  This assumes 160 bps at the equivalent of the SNDCP layer according to the requirements of [2] and approximately an additional 40 bps overhead for the physical layer/MAC overhead. The link-to-system mapping procedure proposed in [3] has been employed for the physical layer abstraction. Perfect time and frequency synchronization and channel estimation are assumed in this study. Note that, in this work, we considered a frequency reuse factor of 1/3 which can be considered as the worst case scenario when compared to the nominal GPRS scenario where we have a reuse of 4/12, however in practical deployments, it can differ based on the operator’s strategy. When comparing the two reuse cases, in the 1/3 case, we have 18 interferers given a 57-cell layout, whereas in the 4/12 case we might have much less interferers for the same layout, i.e., can be as low as 6 interferers only. 
 3. Simulation Setup
In this proposal, we considered an EC-GSM system with blind repetition and scheduling penalty. The number of blind repetitions considered were 2, 4, 8, and 16. Each of these repetitions were decoded assuming coherent energy combining. The PF scheduler considers the channel quality of the devices and determines the number of repetitions based on predefined channel quality thresholds. If the blind repetitions are scheduled with higher or equal priority, the scheduling opportunities of the other devices in normal coverage can be expected to be adversely affected, which potentially leads to  a reduction in the overall system capacity as well. To address this concern, we applied a scheduling penalty proportional to the number of repetitions used to transmit to the devices in deep coverage holes. Specifically, the PF metric of the devices with blind repetitions is penalized by a factor of log2(1+N), where N is the number of repetitions.  

4. System Level Simulations results
4.1	Building penetration loss
Scenario 1 of the building penetration loss specified in [2] with 0.5 correlation has been considered.  The penetration loss values were generated for the 5000 uniformly distributed devices in the cell area to obtain sufficient statistics for penetration loss distribution. However, for better illustration, in Figure 1 we present the CDFs of the two BPL scenarios of [2] with different correlation coefficients. From this figure, it can be seen that the penetration loss varies between 5 and 35 dB with a median value of 19.8 dB for Scenario 1 with 0.5 correlation.
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Figure 1.  CDF of the building penetration loss for the scenarios given in [2].
4.2	Results with full buffer traffic model
4.2.1	Geometry
The geometry CDFs of the downlink 19 cell cellular system with the parameter assumptions in Section 2 are depicted in Figure 2.  The geometry is defined as the long term SINR including pathloss, shadowing, antenna pattern and penetration loss. Frequency reuse cases 1 and 3 are considered here. For the reuse 3 case the system bandwidth (600 kHz) is used in each 3-sector site. I.e. each cell (1 sector) is assigned a dedicated 200 kHz band (no FH used).  For example, in the 19-cell (57 sectors) deployment layout, sectors 1, 4, 7, … use the same frequency. For the reuse 1 case, there is only one 200 kHz band available in the whole system and all the sectors are assigned to the same band.  
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Figure 2.  The Geometry CDFs for frequency reuse 1 and 3.
Note that EC-GSM systems are not expected to be deployed at a reuse factor 1. Hence, for example, if we consider an EC-GSM system operating at reuse factor of 3, from the reuse 3 CDF, if the normal coverage is assumed as 10 dB geometry, 60% of the devices can be seen to be in normal coverage.
4.2.2	Throughput
4.2.2.1		With PF scheduling
The DL MAC throughput CDFs for the full buffer traffic, are presented in Figure 3.  The scheduling mechanism with penalty for blind repetition discussed in Section 3 was simulated.  We assume 200 bps as the target MAC throughput for the GERAN CIoT devices. The results indicate that around 92% of the devices may be able to achieve the 200 bps throughput when the system concurrently supports 20, 30 and 40 UEs. The percentage of devices using blind repetition is about 2 % for all cases. The average sector throughput for different scenarios is presented in Table 2. As expected, the average sector throughput slightly decreases with the increasing number of devices. Finally, it is worth mentioning here that the CIoT applications in practice are expected to have very infrequent and sparse transmissions. Thus, the full-buffer traffic model assumption in the simulations helps in understanding the worst case performance of EC-GSM deployment.  
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Figure 3.  The device throughput CDFs of the EC-GSM system with scheduler penalty.

Table 2.  Average DL MAC throughput for the EC-GSM systems with full buffer traffic.
	
	20 UEs
	30 UEs
	40 UEs

	System Throughput
	116.2 Kbps
	114.1 Kbps
	112 Kbps

	Percentage of UEs using blind repetitions
	1.7
	2.1
	2.1



4.2.2.2		Without Penalization in PF scheduling
To further evaluate the performance, the DL MAC throughput CDFs for the full buffer traffic, are presented in Figure 4, but without the penalty discussed in Section 3. We assume 200 bps as the target MAC throughput for the GERAN CIoT devices. The results indicate that around 98% of the devices may be able to achieve the 200 bps throughput at the equivalent of the SNDCP layer when the system concurrently supports 20, 30 and 40 UEs. However, unlike the previous case wherein penalization is applied, the percentage of devices using blind repetition is between 13.3% and 14.5%. The average sector throughput for different scenarios is presented in Table 3. As expected, the average sector throughput significantly decreased when compared to the scenario wherein penalization is applied.  

[image: C:\Users\ymfouad\Desktop\GERAN  EC-GSM Project\EC-GSM final results May 19\DL\Full Buffer\Full Buffer without Penalization\combined_without250_200bpsthreshold.bmp]Figure 4.  The device throughput CDFs of the EC-GSM system without penalization.
Table 3.  Average DL MAC throughput for the EC-GSM systems with full buffer traffic, but without penalization.
	
	20 UEs
	30 UEs
	40 UEs

	System Throughput
	82.9Kbps
	81.7 Kbps
	77.4 Kbps

	Percentage of UEs using blind repetitions
	13.5
	13.3
	14.4



4.2	Results with traffic models according to evaluation framework
Now we evaluate the DL performance of the EC-GSM with respect to the traffic model described in [2] for system capacity evaluation. In this traffic model, it is assumed that the UL traffic model will consist of 80% MAR periodic reporting traffic, whereas the remaining traffic will come from the network command (NC) traffic model, i.e., the remaining 20%. However, since 50% of the MAR periodic reporting traffic will require ACK in the downlink and since only half of the DL NC traffic will result in a response in the UL, this means that the DL traffic model will consist of two categories: 1) 50% of the reports will be network command, whereas the remaining 50% will be generated as an acknowledgement to the UL MAR periodic reporting traffic [2].  In addition, according to [2], each transmitted report includes 65 bytes header overhead before the SNDCP layer as well as a 15 bytes SNDCP to MAC overhead. Since the ACK payload is assumed to be zero, this means that the ACK report size will be equal to 80 bytes. Similarly, the size of the NC traffic report with the overhead in the DL will be equal to 100 bytes since the payload size is fixed to 20 bytes as suggested in [2]. Note that since both, the MAR exception reporting and the NC, have the same periodicity, it follows that approximately 6.81 reports per second per sector in the UL corresponds to an average of 52547 UEs per sector[4]. Subsequently, since only 50% of the NC results in UL traffic and since only 50% of the UL MAR periodic reports are acknowledged, it follows that in the DL 5.448 reports per second per sector on average corresponds to 52547 UEs per sector, i.e., 6.81*0.8 reports per second per sector. In the following simulations, we consider a maximum of 50 simultaneous UEs in the system. The DL offered traffic versus the carried traffic and the packet delay CDFs of this traffic model are presented in Figure 3 and 4, respectively. When evaluating the packet delays, we included both the random access delay, i.e., the delay associated with requesting the UL resources from the base station, as well as the synchronization delays, i.e., the delay associated with detecting and decoding the PSCH. However, we note that the random access delay is applied only to the NC traffic since the MAR periodic reporting traffic is only an acknowledgment which implies that the devices are already in the ready state. In addition, when evaluating the random access delays, it is assumed that each device can perform up to a maximum of 6 random access attempts and that a collision between two or more devices would result in the base station not being able to decode the access requests and subsequently a back off delay of 1.5 seconds for the colliding devices [4]. The scheduling mechanism discussed in Section 3 was employed here as well, but without the penalization of Section 3. We see a linear relationship between the offered traffic and the carried traffic up to 300K reports/200KHz/Hour. It indicates that all the offered traffic can be transmitted without increasing the buffer size. Furthermore, up to 300K reports/200KHz/Hour, around 98% of the reports are delivered in less than 10 seconds (thus meeting the maximum 10 seconds delay requirement).  
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Figure 5.  The offered traffic versus carried traffic in the traffic model simulation of [2].
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Figure 6.  Report delay CDFs in traffic model simulations.

5. Summary
In this contribution, we have presented our DL system simulation results for the EC-GSM systems with full-buffer traffic and realistic CIoT traffic model. Our full buffer simulation results indicate that around 92% of the devices would be able to receive at least 200 bps MAC throughput for the case wherein penalization is applied whereas 98% of the devices were able to achieve a throughput of at least 200 bps without penalization, i.e., the 160 bps throughput at the equivalent of the SNDCP layer. We supported blind repetitions and scheduling enhancements in the study however, the percentage of devices employed blind repetitions in the DL is around 2% with penalization and around 14% without penalization. In addition, we considered the NC/MAR periodic reporting traffic model and evaluated the system performance while including both, the random access and synchronization delays. In our simulations, it was shown that, up to a load level of 300K reports/200KHz/Hour, around 98% of the reports were delivered with a delay of less than 10 seconds. Thus, EC-GSM systems satisfy the requirements put forward in the TR 45.820 with a huge margin in the DL.
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