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Introduction
At GERAN#62, a new SI [1] was approved to study cellular support for ultra-low complexity and low throughput IoT. One of the objectives of the study is to achieve 10 year battery life from a 5 Wh capacity battery based on the traffic models defined in [2]. In this contribution, we discuss a chirp based beacon, broadcasted by all stations, so as to allow fast frequency synchronization which is key to power savings. 
Chirp spread spectrum based beacon
The downlink in the combined CSS and narrow band proposal includes an overlaid spread-spectrum beacon for fast MS frequency and timing acquisition. The beacon’s 3dB bandwidth BW=125kHz, centered in the middle of the 200kHz downlink block. The transmit power of this beacon is set to be 7dB under the maximum aggregated downlink power of the overlaid sub-channels using the same spectrum, as can be seen in Figure 1 below. 7dB below the maximum aggregated power also means 3dB stronger than each individual narrow band channel: we define 28 channels, each of which are allocated 34dBm but with only half being used at a given instant. Total downlink power is 34+10*log10(28/2)  = 45.5dBm 
[image: ]
[bookmark: _Ref416728474]Figure 1: overlaid CSS signal



The beacon consists in a positive slope chirp added to a negative slope chirp. The sloples absolute values are equal, this results in a real valued signal. Noting    :
  s(t) =  + =
 We set SF to 9, so symbol is 512 samples long or 4ms. 
The beacon carries no information, all base stations broadcast continuously and simultaneously the beacon on the same frequency, at a low power. The presence of this beacon within a 200KHz channel indicates a clean slate modulation is present. 

Synchronization principle
[bookmark: _GoBack]The reception principle of the beacon is FFT based. Received signal is splitted in windows of Ts length. Windows don’t need to overlap, but performance is slightly higher with 50% overlapping. On each window, the received signal is multiplied by the complex conjugate of the positive or negative chirp, then FFT is applied. The position of the FFT output peak is proportional to the sum of frequency offset and time offset (phase of window vs transmitted symbol), and in the case of “down chirp” to the difference of them. This way, by computing 2 FFTs, we can derive both a frequency error estimate and a timing error estimate, this is illustrated on Figure 2,Figure 3 and Figure 4 below. The maximum acceptable frequency error is BW/4, which corresponds to a+/-30PPM range. In the performance evaluation we sum 8 windows together for this. Then, fine frequency synchronization is performed on frequency and time aligned windows, looking at the phase drift of FFT output peak, such peak being then at or close to FFT bin 0. 
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[bookmark: _Ref416818579]Figure 2: receiving window aligned in time and frequency
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[bookmark: _Ref416818584]Figure 3: receiving window aligned in time, frequency offset has identical impact on up and down chirp reception
[image: ]
[bookmark: _Ref416818586]Figure 4: receiving window mis aligned in frequency and time. Timing error has opposite effect on up vs down chirp reception.

Channel assumptions
Since the beacon is broadcasted by all base stations simultaneously, we tried to model the resulting channel to carry link level simulations without explicitly simulating all base stations. 
This is done using a simulation with 19 sites, 3 sectors per site, and usual path loss model. A number of endpoints are randomly simulated with random positions and attenuations to cells. Then, the averaged power delay profile is computed over the nodes. The result is shown on Figure 1 below, the null delay corresponds to the strongest cell. The average is either for all the nodes, or the 10% worst considering rms delay spread. 

[image: ]
[bookmark: _Ref416728164]Figure 5: multiple cell downlink power delay profile without multipath

Now that we have the direct path PDP, we can convolve this with TU channel model. Behind this method to evaluate the multiple cell TU channel, there is the assumption that channels from different base stations are independent. The resulting power delay profile is shown below on Figure 3, we use the 10% worst curve. 
For Doppler model of paths, we don’t mix-up the 3 different models, as would be normally the case with convolution of path powers. Instead, we use a single doppler model for each path, according to its delay, with same limits as in the TU model. 
We assumed that base stations were perfectly synchronized, which is optimistic but 1 microsecond is very easy to achieve, and is this 1 microsecond is much lower than the measured delay spread.

[image: ]
[bookmark: _Ref416728506]Figure 6: estimated PDP in multiple cell scenario, with TU multipath
We can see on the power delay profile curve that the delay spread is significantly increased.

Synchronization performance
First the detection performance is shown on Figure 4, then the frequency synchronization performance on Figure 5, with 2 metrics: rms error, and 5% worst error threshold. The performances are evaluated for a doppler frequency of 1Hz, but also for higher values from 2Hz to 100Hz (120KM/H). The impact of multiple cell vs single cell TU channel is to increase diversity, thus improving performances; this is not explicitly shown here, but the differences are similar to the increased diversity thanks to higher doppler frequency. 
[image: ]
[bookmark: _Ref416731675]Figure 7: detection performance

[image: ]
[bookmark: _Ref416731926]Figure 8: frequency synchronization performance
At -10dB SINR, the detection error rate is only 2%, and the frequency synchronization root mean square error is around 5Hz. It is possible to trade this performance for faster data processing. 
With higher doppler speeds, the detection performance improves thanks to diversity, but the frequency estimation performance degrades, which is fair because movement impact is generated as a Doppler spread. 

Overlaid beacon power tuning
First we need to verify that the overlaid CSS beacon is not impairing the MS reception of downlink channels. For this we perform a simulation with various beacon relative power values, in the worst case which corresponds to the wider bandwidth for signal of interest, which corresponds to a GMSK with modulation rate of 7812.5 Hertz. The resulting PER curves are shown in Figure 6, simulation is run with TU 1Hz channel. With a beacon 6dB higher –over 125KHz- than the signal of interest, the performance degradation is around 4dB at 10% PER, and 6dB at a 1% PER. If the beacon relative power is higher, the loss becomes very significant.  We use a power ratio of 3dB, which has a 1dB impact on PER performance in the 1%~10% range. The simulation has been performed with TU1Hz model for signal of interest and beacon from same station, and a channel as in Figure 3, without main path, to model the impact of beacons from other base stations. The total average power from all other stations is set to be 18dB below the serving station. 
[image: ]
[bookmark: _Ref416732898]Figure 9: overlay power tuning


Summary
In this paper, we refine the combined CSS and narrow band proposal. We show that an overlaid CSS based beacon is suitable for fast frequency synchronization, within a system that allows a 20dB MCL improvement over GSM. 
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