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1 Introduction

This document reviews the QoS features provided by the existing Gb interface definition and the requirements they place on the underlying transport service. It then investigates the additional transport requirements for the support of real-time services on an Enhanced Gb interface. It considers both simple Frame Relay and IP (i.e. Gb over IP) transport mechanisms.

1.1 Mechanisms for QoS support

Before considering the QoS features provided by the Gb and Enhanced Gb interfaces it is worth reviewing the basic mechanisms necessary to implement basic QoS functionality i.e. packet prioritisation and scheduling. The complexity of these mechanisms is dependent upon the level of QoS support required and the relative speed of the links in the transmission path. Generalised queuing and scheduling mechanisms are shown in Figure 1.

At the termination points and at each intermediate node in a path all traffic must be classified, placed in a prioritised queue and scheduled for transmission. For a non real-time service it is necessary only to buffer the classified packets and transmit them in order of relative priority as defined by the algorithm implemented in the scheduler (e.g. Round Robin, Weighted Round Robin, Weighted Fair Queuing etc.). The scheduler is concerned only with the relative priority of packets and not their relative length. This process is illustrated in the top diagram of Figure 1. In this simplified case traffic is classified into three prioritised input queues (real-time, signalling and best effort data – in order of priority) served by a ‘generic’ scheduler, which selects packets for transmission and sends them to the output link.
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Figure 1: Packet Prioritisation, Scheduling and Fragmentation

Support for real-time services is more complex, as they have stringent delay and delay variation requirements. Simple priority scheduling is generally insufficient as the scheduling of a “long” low priority packet may block the transmission of subsequent higher priority real-time packets i.e. Head of Line Blocking. This can be a significant problem when real-time and non real-time flows are multiplexed over relatively low bandwidth links. Data services will tend to use maximal length packets (~1500 bytes) to optimise transmission efficiency whilst real-time services will use relatively short packets (~40 bytes) to minimise packetisation delay. Therefore the non real-time data may introduce unacceptable inter-arrival jitter on the real-time service. Two main techniques exist for preserving real-time QoS under these conditions:

· Ensuring that the link speed is significantly (i.e. several orders of magnitude) greater than the channels multiplexed over it, so minimising the buffer time within the scheduler. For example if 64kbps flows were supported, an E3 or STM-1 link should experience minimal head of line blocking, whereas an E1 could experience significant problems.

· If the link or channel speed is comparable to that of the transported data then “long” non real-time packets must be broken into smaller fragments, which may be scheduled individually. In this way real-time packets can pre-empt  “long” non real-time data ahead of them in the queue. Unfortunately packet fragmentation decreases the overall efficiency of the link, as each packet fragment requires a routing header. In addition, if a single fragment is discarded (as is likely for low priority traffic) then the entire packet must be retransmitted, further degrading the efficiency of the link. Packet discard may particularly affect the performance of TCP links. Therefore although it may solve the problem of QoS support for real-time services packet fragmentation is generally deprecated.

The use of fragmentation is shown in the lower diagram of Figure 1. The same prioritisation and queuing mechanism is used as in the upper diagram in Figure 1, but fragmentation is implemented at the scheduling point i.e. where packets are scheduled from the heads of the queues. A predetermined fragmentation length is decided and all low priority (in this case signalling and data) packets exceeding this length are segmented into fragments of this size. Two effects are visible on the output link: 1) The inter-arrival jitter is reduced for real-time packets, as they may be scheduled between fragments of longer non real-time packets and 2) the link utilisation is reduced, due to the packet headers which must be added to each fragment. 
A different problem with the fragmentation scheduler arises if rt-payload as well as nrt-payload and signalling run over the same connection. In this case the destination has to reassemble the PDUs priority controled. The destination device has to provide this additional priority controled reassembly functionality.

2 QoS support on the current Gb service
The current Gb service supports no real-time traffic classes. Therefore it is unnecessary for the underlying existing transport to support real-time QoS mechanisms, so they have not been considered in the Frame Relay and Gb over IP specifications. The existing transport service is quite adequate for the existing QoS requirements. However, if real-time services are to be supported it will require further enhancement.

3 QoS Support on the Enhanced Gb service

If the Enhanced Gb service supports real-time services (e.g. conversation and/or streaming) requiring the underlying transport mechanism to provide equivalent QoS mechanisms i.e. prioritisation and scheduling at each hop on the link. As previously described these will be dependent upon the end-to-end delay and jitter requirements of the real-time services, and the relative speed of the transport links.

3.1 Conversational Service

A conversational service implies the following requirements:

· Low packet loss in scheduler function

· Low end-to-end delay and round trip time

· Low inter-arrival jitter

Low packet loss is achieved by setting the real-time service at the highest priority (i.e. at the expense of non real-time traffic) and implementing an appropriate transmit scheduling algorithm at each hop on the link. As the link speed to the mobile is relatively low, end-to-end delay may only be reduced to an acceptable level by using the shortest achievable packet size and applying IP header compression to further minimise packet transmission time. The possible mix of real-time and non real-time traffic to a mobile (on relatively low rate interfaces) implies the need for packet fragmentation to achieve acceptable inter-arrival jitter for conversational services.

3.2 Streaming Service

A streaming service implies greater delay variation tolerance than a conversational bearer, but with a similar level of traffic priority. Significant packet delay variation may be compensated for by receive buffering at the terminal (incurring a small cost penalty for the buffer memory in the handset). In this case QoS support is limited to prioritisation and scheduling, with no requirement for packet fragmentation.

4 Transport QoS mechanisms
As described earlier (in Section 1.1) real-time QoS may be supported either by over provisioning of high bandwidth links, or by the application of prioritisation, scheduling and packet fragmentation over low bandwidth links. Current Gb services (as well as new GboIP services) usually run over narrowband links e.g. T1/E1 or nx64kbps.  This may be the case for some years to come, so the QoS support on these links for existing services and that of future Enhanced Gb services must be considered carefully. 

4.1 Transport QoS features for current Gb implementations

The existing Frame Relay service [1] specified to support the Gb interface has limited support for QoS features. These are limited to the definition of two QoS parameters (Committed Information Rate - CIR and Excess Information Rate - EIR) and simple node to node flow control (Forward Explicit Congestion Notification – FECN and Backward Explicit Congestion Notification – BECN). Whilst suitable for implementing a best effort data service these features are unsuitable for supporting real-time QoS. The same is true for a GboIP interface making use of the existing Frame Relay transport, as it is limited by the QoS support of the underlying Frame Relay network.

A GboIP implementation using a different underlying link layer may already be better prepared to support real-time QoS. ATM and MPLS both provide good support for the differentiation of traffic classes, meeting the real-time QoS requirements for prioritisation and scheduling e.g. ATM traffic classes – CBR, VBR and UBR. ATM has the further advantage of implicit support for packet fragmentation at the ATM link layer.  Although providing no explicit QoS support, a GboIP implementation over Ethernet may meet real-time QoS requirements by massive over provisioning i.e. the link speed is great enough to make fragmentation unnecessary and the excess bandwidth can eliminate the need for scheduling.

4.2 Transport QoS features for Enhanced Gb implementations
The introduction of real-time service over the Gb interface will require full QoS support from the transport layer:

· Traffic/flow management i.e. priority classification and scheduling

· Strict control of delay and delay variation i.e. fragmentation support on low bandwidth links

The general allocation of QoS functionality to network elements is illustrated in Figure 2:
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Figure 2: Gb Transport QoS Functionality

Figure 2 shows that whenever real-time and non real-time traffic is multiplexed over the same low bandwidth link that scheduling and fragmentation are required to preserve QoS. In addition, prioritisation and scheduling are required at all nodes on the link, end-to-end. To ensure fairness, fragmentation and scheduling must be supported for both the uplink and downlink. Fragmentation may either be supported end-to-end (BSS to SGSN) or may be terminated at the head of the low bandwidth link.

4.2.1 Frame Relay

Frame relay is capable of supporting real-time services, however, this requires the further implementation of Frame Relay fragmentation, as defined in FRF.12 [2]. These specifications do not form part of the UNI specification for the current Gb interface FRF.1.1 [1], so it seems likely that much existing Frame Relay infrastructure will need to be upgraded to support FRF.12 [2]. 

As mentioned above, fragmentation may be implemented either end-to-end or at the head ends of low bandwidth links. In the case of end-to-end fragmentation the intermediate nodes do not need to implement fragmentation support, as they forward fragmented and unfragmented packets in the same way (intermediate node bandwidth is assumed to be high). It therefore appears most efficient to implement any necessary fragmentation support within the BSS and SGSN, in combination with the necessary classification and scheduling algorithms. However, in the case of a high bandwidth core fragmentation support is only necessary between the BSS and the UNI access point to the core, as shown in Figure 2.

It should be noted that FRF.12 specifies only fragmentation formats, and includes no further specification of traffic management or scheduling algorithms. Traffic classes are mapped to different DLCs, but only a few classes can be served.

4.2.2 GboIP

As mentioned in the previous section (4.1) GboIP implementations are dependent upon the supporting transport layer to implement prioritisation and scheduling for QoS features. The underlying bearer (e.g. Frame Relay, ATM, MPLS, Ethernet etc.) must be capable of supporting the QoS prioritisation and scheduling requirements of the real-time service. However, the IP bearer must also be capable of supporting these features: prioritisation, scheduling and fragmentation. It should be noted that fragmentation must happen at the IP layer or above, where the initial transmit scheduling takes place.

The implication is that the IP transport must be both fragmentation capable and also support DiffServ (i.e. differentiated service routing). Fragmentation may only be supported in a slow path processor on some IP routers and the performance of the router under high traffic volumes of packets to be fragmented should be checked. However, full DiffServ implementation is more problematic:

1. It is still undergoing standardisation, so there are few routers deployed with full DiffServ capability.

2. All DiffServ routers on a link must have a common understanding of DiffServ policy. This is no problem in a closed private network, but if a link transits more than one operator’s infrastructure maintaining common DiffServ policy may be more difficult.

5 Conclusions

If real time services (i.e. conversational and/or streaming) are to be supported over the enhanced Gb interface it is clear that additional QoS features are required at the transport layer. Over high bandwidth (broadband) links only prioritisation and scheduling are required (although these may not be necessary if sufficient over-provisioning is taken into account). However, over low bandwidth (narrowband) links some form of packet fragmentation is required to overcome inter-arrival delay variation.

Where Gb over Frame Relay is deployed the Frame Relay service must support: prioritisation, scheduling and fragmentation. These features must also be supported at the IP layer for GboIP, with the further condition that the underlying layer has to provide either a bearer supporting equivalent prioritisation and scheduling features, or provisioning of traffic class dependent bearers, or at least provisioning of a CBR-like VC in combination with a priority controlled reassembly.

In the long term the widespread introduction of broadband links will make transport layer fragmentation unnecessary, but in the short term it will be required due to the wide scale use of narrowband links (e.g. T1/E1, nx64 etc.). Packet fragmentation has the undesirable feature of reducing link efficiency, due to the additional headers required and the requirement for the retransmission of entire packets if a single fragment is lost (e.g. TCP connections). The last factor can have a serious negative performance impact if a network becomes overloaded and a large number of fragments are discarded by the scheduler i.e. packet multiplication and throughput collapse.

The implementation of the necessary QoS features implies a clear equipment cost. Strict traffic prioritisation, scheduling and fragmentation must be added to existing interfaces. The upgrade requirement may be limited to equipment within an operator’s own network or may impact equipment outside it if they lease bandwidth from a 3rd party. The relative cost and impact is dependent upon the chosen transport solution.

5.1 Classical Gb service implementation
The majority of Frame Relay functionality is implemented in software stacks. This provides an obvious, flexible upgrade path for the addition of the necessary QoS features. However, there are a number of deficiencies that must be considered: cost of development effort, available memory and processor performance. The last is of particular importance, as packet fragmentation will impose a significant processing load on the system, beyond that of basic Frame Relay packetisation/depacketisation. It is therefore likely that many interface cards will have to be redesigned/upgraded to handle the additional performance requirement.
As well as the terminating equipment (BSS and SGSN) it is also possible that upgrades will be required to switches in the RAN/Core network. However, this will be dependent upon manufacturer specific implementation and the operator’s network architecture. In the case where fragmentation is terminated at the head of a low bandwidth link then at the very least the Frame Relay access switch must be fragmentation capable (in many case Frame Relay equipment may not support fragmentation as the lowest cost infrastructure will have been deployed for data only applications).

5.2 Gb service implementation over an IP network layer

A DiffServ capable network (with a common DiffServ policy) is a prerequisite for real-time QoS support over a GboIP implementation. This must operate end-to-end, from BSS to SGSN. As in the Frame Relay case, packet fragmentation must be supported where low bandwidth links are employed. Although this is a feature of standards compliant IP routers its use is not encouraged for the same reasons as in Frame Relay networks i.e. its negative impact on link performance.

Unfortunately few of the routers currently deployed are fully DiffServ capable. Therefore a significant investment in router upgrades may be envisaged.
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