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1. Reason for Change
1. The normative work on eSBA in Rel-16 is already finished in stage 2 and stage3, indirect communication with SCP shall be taken into account as the Architectural Baseline for QUIC study.
2. The spin bit is only present in the short packet header, it is possible to measure the initial RTT of a connection by observing the handshake.
2. Proposal
It is proposed to agree the following changes to 3GPP TR 29.893 v1.3.0.


* * * First Change * * * *

[bookmark: _Toc34228643]4	Architectural Baseline
3GPP Release 16 Service Based Architecture as specified in 3GPP TS 23.501 [2] and the 3GPP Release 15 16 Technical Realization of the Service Based Architecture as specified in 3GPP TS 29.500 [4] shall be taken as the baseline for studying QUIC's use as a transport protocol for the 5GS Service Based Interfaces. In addition the conclusions from the FS_eSBA study as specified in 3GPP TR 23.742 [27] shall be taken into account.
Editor's Note: The architectural baseline requirements in this clause may evolve as the stage 2 specification work on eSBA is in progress in SA2.
In particular the following architectural assumptions shall be taken into account:
-	Replacing the transport protocol from TCP to QUIC shall not lead to any change in the semantics of the NF services and shall not lead to any change in API.
-	SEPP shall be used as the security protection and edge proxy even when the NF service consumer in VPLMN and the NF service consumer in HPLMN both use QUIC as the transport.
-	For inter PLMN NF service communication, even if both the NF service consumer and NF service producer support QUIC, the IPX providers and intermediaries on path between the two NF's first hop and the last hop shall not be mandated to support QUIC. In other words, the NF service consumer and the NF service producer shall be able to communicate when using QUIC as transport even in the presence of TCP based IPX or intermediaries on path between the first hop and the last hop.
-	A NF Service Consumer and NF Service Producer may communicate directly, or indirectly via Service Communication Proxy (SCP). The indirect communication options defined in Annex X E of 3GPP TS 23.501 [2]) and listed hereafter shall be permitted:
-	Option A - Direct communication without NRF interaction;
-	Option B - Direct communication with NRF interaction;
-	Option C - Indirect communication without delegated discovery;
-	Option D - Indirect communication with delegated discovery.
SCPs act as HTTP proxies. SCPs require the ability to look into the HTTP message for delegated discovery and selection functionality.

* * * Next Change * * * *

[bookmark: _Toc34228676]5.6	Comparison of Applicable Features with Rel-15 Transport
Table 5.6-1 provides a comparison of the features supported by HTTP/3 that are applicable to the 5GC SBI with HTTP/2 over TLS/TCP, based on the requirements from Transport Protocol for 3GPP 5GC SBI defined in clause 5.2 and additional evaluation criteria.
Table 5.6-1: Comparison of HTTP/3 and HTTP/2
	Requirement/ Evaluation Criterion
	HTTP/2 over TLS/TCP

	HTTP/3


	R1. Reliable message delivery

	TCP supports reliable and order-of-transmission delivery of data. 
	QUIC supports reliable and order-of-transmission delivery of data per stream.


	R2. Flow control and congestion control mechanism

	Flow control is supported at connection and stream levels.

TCP provides end-to-end congestion control, but with significant throughput reduction in case of packet loss.

	Flow control is supported at connection and stream levels.
QUIC supports advanced mechanisms for loss detection recommending TCP NewReno for congestion control. Implementations may use other algorithms.
QUIC treats a Congestion Explicit Congestion Notification (ECN) in the IP header as a signal of congestion.


	R3. Support of connection semantics

	One HTTP connection maps to one TCP connection. 
	One HTTP connection maps to one QUIC connection.

	R4. Failure to deliver one message shall not block subsequent messages

	Head-Of-Line (HOL) blocking occurs if TCP segments get lost, delaying the delivery of all subsequent HTTP requests/responses until the lost segments are retransmitted.
	QUIC avoids blocking the delivery of data for any other streams when a packet loss contains only part of a stream.

How much benefits this brings depends on how much packet loss occurs in the network.

	R5. Transport protocol supports mechanisms to authenticate peer endpoint and to secure transfer of application messages

	Authentication and secure transfer of application messages are provided by TLS (unless security is provided by other means).

NF service access authorization relies on OAuth2 using TLS.

	QUIC uses TLS 1.3 for key establishment, but it has its own encryption and integrity layer that protects the QUIC packets.

NF access authorisation is FFS.
 

	A1. Framing and Multiplexing
	HTTP/2 supports multiplexing multiple parallel requests in separate streams in a non-blocking fashion (at HTTP level) over the same TCP connection.

See also R4 for HOL at TCP level. 
	HTTP/3 supports multiplexing of multiple parallel requests in separate streams in a non-blocking fashion over the same QUIC connection.



	A2. Connection Setup Improvements
	1 ½ RTT is required to setup the TCP connection. 1 ½ RTT is required to setup the TLS connection.

Clients can start sending HTTP requests after 1 RTT (without using TLS) or 2 RTT (with TLS).
	By combining connection setup and TLS handshakes, QUIC improves connection setup latency and security allowing 0-RTT connection setup. However, the precondition of the improvement is that the NF service consumer has had an earlier connection with the NF service provider so that it can reuse the earlier learnt connection settings including the security keys for 0-RTT. When using stateless services, no earlier connection to the same service instance can be assumed. In addition, if the connection is persistent the impact of 0-RTT connection setup is minimal to the overall performance.  

	A3. Failover to Alternate Path 
	TCP does not support multi-homing.

Failover to alternate paths can be supported by setting up additional TCP connections.

This requires the client to detect path failures (e.g. based on PING frames) and to switch to alternative TCP connection(s).
The server cannot send responses on an alternate path.

	QUIC does not support multi-homing (like supported by SCTP).

QUIC supports client-side migration after the handshake has completed, and server-side migration shortly after the connection handshake, giving some flexibility to move the connection between interfaces without terminating the QUIC connection.

Failover to alternate paths can also be supported by using additional QUIC connections.

This requires the client to detect path failures (e.g. based on PING frames) and to migrate the connection to another network interface / local address, or to alternative QUIC connection(s).

There is no mechanism defined by QUIC that correlates heart beats and switching to failover paths; this has to be provided at the application layer.

The server cannot migrate the connection to a different network interface / local address during the lifetime of the connection.

The server cannot send responses on an alternative path, unless the client has migrated the connection on the client side.


	A4. Low Response Time
	Significant throughput reduction by TCP in overload and TCP head-of-line blocking are potential issues. See R4.
	Throughput reduction due to congestion response for QUIC is similar to TCP's.
QUIC based transport avoids head of-line blocking. See R4.

	A5. Scalability
	FFS
	FFS

	A6. Time of Availability of used standards
	Already available.
	Planned completion by July 2019.

	A7. Ease of troubleshooting and Monitoring
	Many tools exist to trace/monitor HTTP REST APIs.

If TLS end-to-end encryption is used, this renders centralized logging at intermediates impossible.

An HTTP response follows the same path as its request as it is sent on the same TCP connection.
	Many tools exist to trace/monitor HTTP REST APIs, but less widespread support for QUIC so far.

QUIC requires end-to-end encryption that would render centralized logging at intermediates impossible or much more complex. QUIC exposes a spin bit in short packet header to measure the RTT of a connection.

An HTTP response follows the same path as its request as it is sent on the same QUIC connection.

	A8. Ease of traversal of carrier-grade ALG/NAT/firewall
	Need to configure operator-grade firewalls to pass TCP/TLS/HTTP. For bidirectional communication, configuration for two connections may be required, but security gateways can reduce the number of required connections (see 3GPP TS 33.210 [24]).
	Need to configure operator-grade firewalls to pass UDP/QUIC. For bidirectional communication, configuration for two connections may be required, but security gateways can reduce the number of required connections (see 3GPP TS 33.210 [24]).

	A9. Impacts to GSMA GRX/IPX
	Support being defined for Rel-15
(see GSMA NG 113 [25]). 
	No HTTP/3 support so far. 

	A10.	Use of proxies

	HTTP/2 supports the use of proxies in the path.
	HTTP/3 Proxy functionality still at very early stage (see clause 6.2).

	A11. Idle HTTP connections 
	PING frames are used to test whether a connection is still alive.
	PING frames are used to test whether a connection is still alive and to keep the connection alive.
QUIC endpoint declares an idle timeout during the handshake. If the connection remains idle (no packets received) for longer than the advertised idle timeout, the peer will assume that the connection has been closed.

	A12. Availability of standard APIs (e.g. socket APIs)
	Many libraries to choose from for HTTP/2. 
	QUIC support is not yet so widespread. 

	A.13 Stream IDs
	HTTP/2 stream identifiers are coded with 31 bits. Stream IDs can exhaust during the lifetime of the HTTP/2 connection, which complexifies the management of connections.
	QUIC stream identifiers are coded with 62 bits. Stream IDs exhaustion becomes nearly impossible during the lifetime of a QUIC connection, which simplifies the management of connections.


	A14. Message Prioritization
	Client and Server can set the priority of an HTTP request and response.

Multiple HTTP/2 connections between two HTTP/2 end points are necessary: one per DSCP value (see clause 6.8.8 of 3GPP TS 29.500 [4]), which complexifies the management of connections.


	QUIC relies on receiving priority information from the application. QUIC frames do not allow to exchange priority information between peers.

Only the client is allowed to send HTTP/3 PRIORITY frames over the request or control stream.

There is an assumed integration between the HTTP/3 layer and QUIC to enable QUIC packet sender to prioritize the different streams based on what is configured on the HTTP/3 layer.

Multiple QUIC connections may still be necessary for messages with different SBI message priorities / DSCP to handle congestion control correctly, since using multiple DSCP on the same QUIC connection could confuse the congestion control algorithm, as it does not separate information on the different priority levels. The general problem is discussed in clause 5.1 of IETF RFC 7657 [29].



Editor's Note: How Monitoring (A7) may be enhanced by the QUIC Latency Spin Bit (see draft-ietf-quic-spin-exp-01) is FFS.


* * * Next Change * * * *

[bookmark: _Toc34228692]6.3.3	Streams, framing and multiplexing
The QUIC stream number space is larger than that of HTTP/2. HTTP/3 uses a completely new framing concept. The HTTP/2 framing is completely changed, including the basic HTTP/2 Frame Header layout. Consequently HTTP/3 uses only the QUIC streams and does not have a stream Identifier in the HTTP/3 frame header..
Another important difference is the HTTP/3 only guarantee ordered delivery on the stream level while HTTP2 expects absolute ordering on the frames across multiple streams. HTTP/3 will break any such ordering assumption.
When HTTP runs over QUIC the HTTP layer does not require to do any stream multiplexing. QUIC maps each of its streams to a HTTP transaction. A stream is closed when the RESET_STREAM is received in QUIC. In HTTP/2, a stream is half-closed when the frame with END_STREAM bit set is received, and is closed when the RESET_STREAM is received. The additional difference is that in the current specification, HTTP/3 does not use server initiated bidirectional stream. This means unidirectional streams are created from both the client and server with indication of the purpose of the stream as stream header at the beginning of the streams. All client initiated bi-directional streams are used for requests and responses.
Editor's Note:	Some aspects of connection management are still not clearly defined in the IETF drafts, such as the usage of client-initiated vs. server-initiated streams, and bi-directional vs. unidirectional streams. A more accurate description and analysis  of these aspects is FFS, once the IETF drafts are further developed.
The HTTP/3 frame type definition follows QUIC encoding concept. QUIC uses a variable length integer encoding which allows a larger number of stream IDs compared to HTTP/2 encoding. This change results in different HTTP/3 frame types and requires a mapping from HTTP/2 to HTTP/3 frame types. HTTP/3 (see IETF draft-ietf-quic-http-18 [7]) defines this mapping of HTTP/2 over HTTP/3.

* * * End of Changes * * * *

